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RATIONALIZING PATH-INDEPENDENT CHOICE RULES
KOJI YOKOTE, ISA E. HAFALIR, FUHITO KOJIMA, AND M. BUMIN YENMEZ*

AsstrACT. Path independence is arguably one of the most important choice
rule properties in economic theory. We show that a choice rule is path
independent if and only if it is rationalizable by a utility function satisfying
ordinal concavity, a concept closely related to concavity notions in discrete
mathematics. We also provide a rationalization result for choice rules that
satisfy path independence and the law of aggregate demand.

1. Introduction

Path independence is a fundamental property of combinatorial choice rules.
For example, consider a firm that needs to choose a subset from a set of avail-
able contracts. We say that the firm’s choice rule is path independent if the
chosen set of contracts from any set remains unchanged when the firm di-
vides the set into segments, applies the rule to each segment first, and then

applies the rule to the combined set of chosen contracts from all segments.
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This property is desirable for at least two reasons. First, without path in-
dependence, the set of chosen contracts can depend on the order in which
contracts are reviewed. Therefore, firms whose choice rules are not path
independent may not only regret rejecting offers but also may suffer from
the malpractice of favoritism and other manipulations. Second, path inde-
pendence is intimately related to other well-known properties of interest:
A choice rule is path independent if and only if it satisfies the substitutes
condition and the irrelevance of rejected contracts (Aizerman and Malishevski,
1981)).

Plott (1973)) introduces path independence as a property of social choice
formalizing an idea in Arrow’s book Social Choice and Individual Values. Al-
though originating in social choice, path independence has found applica-
tions in different areas of economic theory, such as market design and de-
cision theory. For example, in two-sided matching markets, when agents
have path-independent choice rules, a stable matching exists (Blair, [1988)[]
In decision theory, path independence and its stochastic versions have been
studied extensively (Kalai and Megiddo[1980) /| Path independence has also
been studied in other fields, such as discrete mathematics, law, philosophy,
and systems design/]

Economic agents are usually modeled as utility maximizers: They have
a utility function and, given a set of contracts, they choose a subset with

the highest utility. An alternative approach is to endow agents with choice

!The substitutes condition is not sufficient for the existence of a stable matching when
choice rules are the primitive of the model rather than utility functions or preferences. See
the discussion in|Aygiin and Sonmez| (2013)) and Chambers and Yenmez| (2017)).

2See also Machina and Parks| (1981) and a recent treatment by |Ahn et al.| (2018)

3For discrete mathematics see Danilov and Koshevoy| (2005) and Gratzer and Wehrung
(2016)), for law (Chapman| (1997)) and Hammond and Thomas| (1989), for philosophy [Rott
(2001)) and |Stewart| (2022), and for systems design [Levin/ (1998).
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rules, for example, when agents do not necessarily have a well-defined util-
ity function or when the utility function is not observable[| A fundamental
question linking these two approaches is whether a choice rule is rationaliz-
able by a utility function so that the choice from any set of contracts is the
subset with the highest utility among all subsets. Results of this nature that
connect choice rules with certain properties to utility functions with corre-
sponding properties are called rationalization theorems[| We provide rational-
ization theorems for path independent choice rules.

First, we show that a choice rule is path independent if and only if it is
rationalizable by a utility function satisfying ordinal concavity (Theorem [I]).
Ordinal concavity is a property introduced in Murota and Shioura| (2003))
to study discrete optimization problemsf| Roughly, it requires that when
two sets of contracts are made closer to each other, the value of the utility
function either increases on at least one side or remains unchanged on both
sides. In this context, getting closer may either mean adding or removing
a contract to or from the original set that we start with or the existence of a
second contract such that we add one of the contracts and remove the other

one.

“For example, choice rules are used to model diversity policies of schools (Hafalir et al.,
2013;|Ehlers et al., 2014; Echenique and Yenmez, 2015)).

’It is, in general, useful to identify rationalization of given choice rules by preference
relations or utility functions as an intellectual foundation for almost all economic analysis
using preference relations or utility functions. See, for example, Chapter 1 of Mas-Colell et
al.| (1995)).

‘Murota and Shioura (2003) introduce semi-strict quasi M-concavity (SSQM-
concavity) as an ordinal implication of M-concavity. M-concavity is a cardinal notion, and
it has a weaker variant called M*-concavity. Analogous to weakening M-concavity to M*-
concavity, SSQM?-concavity is the natural counterpart of SSQM-concavity (see Murota and
Shioural (2024)) ). Ordinal concavity is equivalent to SSQM?-concavity.
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Hafalir et al| (2022b)) show that ordinal concavity is implied by M-
concavityﬂ which is a standard notion of concavity used in the discrete con-
vex analysis literature. Fujishige and Yang| (2003)) show that the gross substi-
tutes property of Kelso and Crawford| (1982) is equivalent to Mh-concavityﬂ
Therefore, one implication of our result is that the difference between the
gross substitutes property and the substitutes condition (or path indepen-
dence) can be attributed to the difference between M¥-concavity and ordinal
concavityﬂ

Submodularity is another well-known condition that is often associated
with a variety of substitutability notions. Indeed, M¥-concavity, or equiv-
alently the gross substitutes condition, implies submodularity (Murota and
Shioura| 2001)). Likewise, supermodularity is used to study complementar-
ities in different settings (Topkis, 1998). For instance, Rostek and Yoder
(2020) show that supermodularity of a utility function implies that the in-
duced choice rule satisfies a notion of complementaritiesm Analogously,
one could conjecture that submodularity implies the substitutes condition.
However, submodularity and ordinal concavity are logically unrelated, and
in fact rationalizability by a submodular function does not imply the sub-
stitutes condition or path independenceﬂ We also show that M?-concavity

and other related notions fail to give the desired rationalization result (see

7See also Murota and Shioural (2024)).

8M®-concavity is also equivalent to the single-improvement property introduced by Gul
and Stacchetti (1999)); see Corollary 19 of Murota and Tamura| (2003]).

“To be more precise, this statement holds for rationalizable choice functions that satisfy
the substitutes condition and for path-independent choice rules. In fact, these two classes
of choice rules are the same.

10The setting in |Rostek and Yoder| (2020) is different from ours in that they allow for
externalities in a multi-agent setting. Their Lemma 1 shows that when the utility function
is quasisupermodular and satisfies a single-crossing condition, the choice rule has comple-
mentarities. Quasisupermodularity is an ordinal implication of supermodularity, and the
single-crossing condition is trivially satisfied when there are no externalities as in our set-
ting.

lgee Claims|1|and
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Section [)). At a high level, one of our contributions is to identify an ap-
propriate condition on utility functions that is tightly connected with path
independence and the substitutes condition (Theorem I)).

In the market-design literature, another choice rule property that plays
a crucial role is the law of aggregate demand (Hatfield and Milgrom), 2005)).
The law of aggregate demand states that when a larger set of contracts
becomes available, the number of chosen contracts weakly increases. The
law of aggregate demand, together with path independence, yields numer-
ous results. It implies, for instance, the rural hospitals theorem in two-sided
matching markets, which states that the number of contracts an agent gets
is the same across all stable matchings (Fleiner, 2003). In addition, in the
doctor-hospital matching problem, a generalization of the doctor-proposing
deferred-acceptance mechanism of Gale and Shapley| (1962) is strategy-proof
for doctors (Hatfield and Milgrom) 2005)).

In our second result, we show that a choice rule satisfies path indepen-
dence and the law of aggregate demand if and only if it is rationalizable by
a utility function that satisfies ordinal concavity and size-restricted concav-
ity (Theorem [2]). Size-restricted concavity is a concept of discrete concav-
ity with a quantifier such that the implication is required only for sets of
contracts with different sizes. Figure|l|illustrates the relationships between
choice rules that are rationalizable by utility functions satisfying different
notions of concavity.

Path independence and the law of aggregate demand are testable con-
ditions on individual choice. Consider a data set consisting of observed
choices of a decision maker, which may or may not include choices from
all possible bundles. If there is a violation of path independence in the data,
then we can refute the theory that the decision maker has a utility function
satistying ordinal concavity. Likewise, if there is a violation of the law of

aggregate demand (even when there is no violation of path independence),
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then we can refute the theory that the decision maker has a utility function

that satisfies ordinal concavity and size-restricted concavity.

—‘ All choice rules I—
(A): Choice rules rationalizable by

(A an ordinally concave function.

A
P 4
/L
P4
V4
43

(B): Choice rules rationalizable by

D) a size-restricted concave function.
\ (C): Choice rules rationalizable by
53574 a submodular function.
(B) (C) (D): Choice rules rationalizable by

an M°-concave function.

Ficure 1. Choice rules that are rationalizable by different no-
tions of concavity. The union of the shaded and dotted regions,
(A), is the set of path-independent choice rules (Theorem [I]).
The shaded region, (A) N (B), is the set of choice rules that
satisfy path independence and the law of aggregate demand
(Theorem 2)).

The main difference between our work and the classical literature on social
choice is that we assume the utility function (or the preference relation) is
over sets of contracts, whereas in the classic setting, the utility function (or
the preference relation) is over individual contracts (see Moulin/ (1985)) for
a summary). Likewise, our choice rule is combinatorialﬁ whereas in the

classical setting, multiple contracts represent the indecision of the agent, and

2Combinatorial choice is a common characteristic of many allocation problems in the
real world. It plays a crucial role in combinatorial auctions (Cramton et al.,2006; De Vries
and Vohra)2003), land allocation (Bleakley and Ferrie,[2014]), and allocation of airport land-
ing slots (Schummer and Vohra| 2013)), among other cases. See Milgrom| (2017)) who pro-
vides in-depth discussions of practical examples and highlights the importance of the com-
binatorial nature of many allocation problems.
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the agent is eventually assigned only one contract. Therefore, our results are
independent of the social choice literature on rationalizabilityﬁ

Even though path independence has been studied in the context of com-
binatorial choice (e.g., Echenique| (2007) and |Alval (2018))), there are only
a few papers that study rationalizability of these choice rules. In a recent
work, |Yang] (2020) shows that path-independent choice rules are rationaliz-
ableﬁ but he does not provide necessary or sufficient conditions for a utility
function to ensure that the corresponding choice rule satisfies path indepen-
dence. Less relatedly, Chambers and Echenique (2018)) consider a setting
with continuous transfers and characterize combinatorial demand functions
that can be rationalized by quasi-linear preferences, through continuity and
the law of demand.

One of the major contributions of our paper is to establish a close connec-
tion between choice rules in economics and concavity concepts in discrete
mathematics. This connection allows us to shed light on economic problems
with discrete optimization techniques. For instance, in an abstract setting,
Eguchi et al.| (2003) show that choice rules that are rationalizable by M*-
concave functions satisfy path independence and Murota and Yokoi| (2015)
show that they satisfy the law of aggregate demand. On an applied front,
Kojima et al.| (2018 build upon their results to find M*-concave functions
that rationalize a variety of practically relevant choice rules and establish
their desirable properties including computational efficiency. Hafalir et al.
(2022b)) establish connections between ordinal concavity and choice rules in

markets with dual objectives such as college admissions where diversity and

13At the same time, we note that the appeal of path independence as a normatively desir-
able property is not affected by these differences, and hence is as relevant in our combina-
torial choice context as in the classical setting. Recall our discussion in the first paragraph
of the Introduction for the interpretation of path independence in our context.

4For a detailed discussion of rationalizability of path-independent choice rules, see Sec-
tion 5 of [Yang| (2020)) as well as|Alval (2018)).
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meritocracy are typical goals. While advancing this research program fur-
ther, the present paper is distinctive in that it provides conditions of discrete
concavity that are equivalent to rationalizability of desirable choice rules, thus
giving a complete answer to a foundational issue in this research agenda.

There is also a significant literature on menu choice (where a menu is a
set of items or contracts). In this literature, a decision maker has preferences
over menus anticipating consumption of an item from the available menu in
the future. In this context, Kreps| (1979)) provides a model of preferences for
flexibility and a representation of such preferences using state-dependent
utility functions over individual itemsﬁ Although the decision maker in the
menu choice literature ultimately consumes just one item, subsets of items
or contracts arise naturally as the objects of interest as the decision maker
has preferences and associated choice behavior over them, leading to a com-
binatorial problem such as ours.

The rest of the paper is organized as follows. We define choice rules and
their properties in Section |2, present our rationalization results in Section
discuss rationalizability by a utility function satisfying concavity notions
other than ordinal concavity in Section {4, and conclude in Section 5} We

provide all proofs in the Appendix.

2. Preliminaries

Let X denote a finite set of contracts. A choice rule is a function C' : 2% —
2% such that, for any X C X, we have C(X) C X[ We study two key

properties of choice rules.

13Other notable papers include (Gul and Pesendorfer (2001) who provide a model of
temptation and Dekel et al| (2001)) who study an extension of |[Kreps| (1979)) that also allows
preferences for commitment.

16In a typical model, C'is a choice rule of a single agent and X is the set of contracts that
the agent can sign. We allow the agent to have multiple contracts with the same partner
as in |Alkan and Gale| (2003)) and Hatfield and Kominers| (2012)). Hatfield and Kominers
(2012) consider a discrete setting like ours whereas|Alkan and Gale| (2003)) allow fractional
allocations.
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Definition 1 (Plott (1973)). A choice rule C satisfies path independence if, for
any X, X' C X,
C(XUX')=C(CX)uX).

Path independence plays a fundamental role in social choice, market de-
sign, and decision theorym It has also been used in different areas such as
discrete mathematics, law, philosophy, and systems design /[

As explained in the Introduction, path independence has a normative in-
terpretation on its own. Moreover, it is equivalent to two properties that are
commonly assumed in market design. A choice rule C satisfies the substi-

tutes condition (Roth and Sotomayor, (1990) if, for any X, X' C &,
XDOX = CX")oCoX)nX"

A choice rule C satisfies irrelevance of rejected contracts (Aygiin and
Sonmez, 2013) if, for any X, X' C X,

X DX DCOX) = C(X') =C(X).

Proposition 1 (Aizerman and Malishevski (1981)). A choice rule satisfies path
independence if and only if it satisfies irrelevance of rejected contracts and the sub-

stitutes condition.

It is well known that a stable matching exists if the choice rule of every
agent satisfies the substitutes condition and the irrelevance of rejected con-
tracts@ Therefore, path independence guarantees the existence of stable

matchings in two-sided markets (Blair} 1984)).

17path independence is equivalent to the following condition: forany X, X’ C X, C(X U
X)) =C(C(X)uC(X")) (Plott,|1973, Theorem 1).

18See the references in the Introduction.

9Roth and Sotomayor| (1990) show this result in a model of matching without contracts
(i.e., there exists exactly one contract associated with each pair of a firm and a worker).
Hatfield and Milgrom| (2005]) generalize the result to a setting with contracts. |Aygtin and
Sonmez (2013) point out that the result goes through only under irrelevance of rejected
contracts, a condition that the proof of Hatfield and Milgrom) (2005) uses without explicitly
assuming.
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We next introduce another important property in market design called the

law of aggregate demandm

Definition 2 (Hatfield and Milgrom! (2005))). A choice rule C satisfies the law
of aggregate demand if, for any X, X' C X,

X2X = [C(X)]=]|CX)].

The law of aggregate demand, together with path independence, pro-
duces classic results such as the rural hospitals theorem (Fleiner, 2003) and
strategy-proofness of a generalization of the doctor-proposing Gale-Shapley
deferred-acceptance mechanism for doctors (Hatfield and Milgrom), 2005)).

A utility function v : 2% — R assigns a value to every set of Contracts

A choice rule C is rationalizable by a utility function u if, for any X C X,
uw(C(X)) > u(X') for every X' C X with X' # C(X).

In other words, when a choice rule is rationalizable by a utility function,
from any set of available contracts, the choice rule selects the unique subset

with the highest utility.

3. Results

In this section, we provide two rationalization theorems using utility func-
tions that satisfy notions of discrete concavity. To define these notions, we
introduce some notation. Forany X C X andz € X, let X + 2 = X U {«}
and X —z = X\ {z}. Similarly, forany X C X, let X+0 = X and X —0 = X.

Definition 3. A utility function u satisfies ordinal concavity if, for any X, X' C
Xand x € X \ X', there exists ' € (X' \ X) U {0} such that

(i) w(X) <u(X —x+2"), or

20Alkan| (2002)) calls it cardinal monotonicity and |Alkan and Gale| (2003)) call it size mono-
tonicity. These papers address matching problems without contracts, while our results hold
for general matching problems with contracts.

2R represents the set of real numbers.
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(i) uw(X') <u(X'+x—2a'), or
(i) w(X) =uw(X —z+2")and w(X') = w( X'+ z — 2').

In other words, ordinal concavity requires that when X is brought closer
to X’ by removing z and adding ', and X’ is brought closer to X by adding
x and removing 2/, either at least one of the two function values strictly in-
creases or both values remain unchanged.

Our main result is a rationalization theorem for path-independent choice

rules.

Theorem 1. A choice rule is path independent if and only if it is rationalizable by

a utility function satisfying ordinal concavity.
Proof. See Section[A.T] O

The if direction easily follows from the existing literature, although we
provide a self-contained proofﬁ Our main contribution is to show the only-
if directionﬁ We note that this direction is an existence result, and its proof
is constructive. In what follows, we give the main idea of our constructionﬁ

Our utility function construction relies on the decomposition lemma of
Aizerman and Malishevski| (1981)): for any path-independent choice rule,
there exists a finite sequence of linear orders {>; }; over contracts such that
the choice from each set X is given by the union of the most-preferred con-
tracts according to each linear order -, (a formal statement of this lemma
is given in Appendix ) ﬁ To represent each order ~; numerically, we con-

struct a value function v; over contracts that assigns a higher value to a more

22See Theorem 2 of Hafalir et al.| (2022b).

BIn Section we show that the only-if direction does not hold for other concavity notions
used in prior work.

24The proof presented in the main text is based on a suggestion made by one of the anony-
mous referees. We gratefully acknowledge their helpful comment. The Online Appendix
provides our original proof.

23Chambers and Yenmez (2017) use the decomposition lemma to make a connection
between the theory of path-independent choice rules and matching theory and utilize this
connection to advance both fields.
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preferred contract according to ;. We define the utility from a set X by the
weighted sum of the highest contract values among X according to v; for
eachi = 1,...,m. Then, for any X, the derived utility function assigns the
highest utility to the chosen set C'(X') among all subsets of X, because C'(X)
collects the most-preferred (equivalently, highest-valued) contracts accord-
ing to each order ;. Using this observation, we show that the utility func-
tion rationalizes C' (see step 2 in Section )E] This formulation is also
useful for establishing ordinal concavity because the highest contract value
among a set is tractable when we add or remove one contract from the set
(see step 3 in Section [A.1.2)).

Mathematically, the construction is similar to that of Kreps| (1979) in the
sense that a rationalizing utility function is defined by the weighted sum
of the maximum values of multiple functions. We note that there are at
least two differences between Kreps’ model and ours. First, Kreps takes a
preference over sets of contracts as primitive, while we take a choice rule as
primitive. Second, Kreps assumes monotonicity of preferences in the sense
that the agent prefers any set to its subsets, which cannot hold for utility
functions rationalizing some path-independent choice rules ]

Theorem (1] states that, for any path-independent choice rule, there ex-
ists some ordinally concave utility function. In general, there could be
utility functions that are not ordinally concave while rationalizing a path-
independent choice rule. In fact, it is obvious that the values assigned to
sets of contracts that are never chosen can be lowered without changing the
rationalized choice rule, and such changes in a utility function do not neces-
sarily preserve ordinal concavity. This simple observation suggests that it is

26Precisely speaking, we need to modify the utility function so that the utility from a set
X is smaller than that from C'(X) when X 2 C(X). See the construction of @ in equation

ZFor example, let X = {z,y} and, for any X C X with 2z € X, C(X) = {z}, and,
otherwise when z ¢ X, C(X) = (. Itis easy to see that this choice rule is path independent

and any utility function that rationalizes it must assign a strictly higher utility to {z} than
{z,y}, violating monotonicity.
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likely to be elusive to single out one condition on utility functions for the ra-
tionalization result However, we also show that the rationalization result
fails for many other conditions that are seemingly related to substitutability,
so our rationalization result offers meaningful restrictions on rationalizing
functions; see the discussions in the Introduction and Section [4

In practice, it is often the case that a choice rule C' chooses subsets of car-
dinality of up to some constant ¢ € Z., which could be interpreted as a ca-
pacity. If we consider such a choice rule in the only-if direction of Theorem
we can construct a rationalizing utility function u whose effective domain
is the subsets that have cardinality of at most qﬁ Specifically, we can con-
struct u : 2¥ — R U {—o0} such that (i) u(X) = —occ for all X C X with
| X| > g, (ii) u rationalizes C, and (iii) for any X, X’ C X with u(X) > —o0
and u(X’) > —oo and any =z € X \ X', the requirement of ordinal concavity
is satisfied

Next, we introduce another concavity notion that proves crucial for ratio-

nalizable choice rules to satisfy the law of aggregate demand.

Definition 4. A utility function u satisfies size-restricted concavity if, for any
X, X' C X with | X| > | X'|, there exists v € X \ X' such that

(1) u(X) <u(X —x),or

(i) w(X') < u(X'+z),o0r
(iif) u(X) =w(X —x)and u(X') = u(X' + ).

In fact, there is a large degree of freedom in choosing utility functions for rationalizing
a given path-independent choice rule. |/Alkan| (2002)) shows that the set of all chosen sets by
a path-independent choice rule forms a lattice under a natural revealed preference relation.
Any utility function that gives higher values to more preferred chosen subsets and gives
sufficiently low values to never-chosen subsets rationalizes the choice rule.

2We are grateful to an anonymous referee for their suggestion, which led us to consider
this case.

30To construct such a utility function, it suffices to modify the definition of  in the proof
(see step 1 in Section so that the utility from X C & with |X| > ¢ is equal to —o0.
Even though the stronger version of ordinal concavity that we call ordinal concavity "+ is no
longer satisfied, the proof of u satisfying ordinal concavity still goes through with a minor
modification.
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Like ordinal concavity, this condition states that either the function value
strictly increases on at least one side or the function values remain un-
changed on both sides when two sets move closer to each other. Size-
restricted concavity differs from ordinal concavity in that it requires X to
have a strictly larger cardinality than X’, and furthermore, only one contract
is added or removed when sets are brought closer to each other. It is easy to
see that size-restricted concavity is implied by M*-concavity but is logically
independent of ordinal concavityﬁ

Our second rationalization theorem uses size-restricted concavity.

Theorem 2. A choice rule satisfies path independence and the law of aggregate
demand if and only if it is rationalizable by a utility function that satisfies ordinal

concavity and size-restricted concavity.

Proof. See Section [A.2 O

By Theorem [1} a choice rule that is rationalizable by an ordinally concave
utility function satisfies path independence. To complete the if direction, we
show that when the utility function also satisfies size-restricted concavity,
the induced choice rule satisfies the law of aggregate demand as well. For
the only-if direction, we show that the utility function we construct in the
proof of Theorem [1|satisfies size-restricted concavity when the choice rule
satisfies both path independence and the law of aggregate demand. This
completes the proof using Theorem (1, which shows that the utility function
satisfies ordinal concavity.

We note that the path independence of the choice rule and the ordinal con-

cavity of the rationalizing utility function are indispensable in Theorem

3lWe define M!-concavity in Section@ If a utility function u satisfies M®-concavity, then
it has the following property: for any X, X’ C X with |X| > |X’|, there exists z € X \ X’
such that u(X) + u(X’) < u(X — z) + w(X’' + z). In fact, Mi-concavity is equivalent to
this property in our setting (Murota and Shioura), 2018} Corollary 1.4). It can be easily
verified that size-restricted concavity is an ordinal implication of this inequality. Therefore,
M¥-concavity implies size-restricted concavity.
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More precisely, without these assumptions, the law of aggregate demand is

logically unrelated to rationalizability by a size-restricted concave function.

4. Rationalizability by concavity notions related to ordinal concavity

In this section, we focus on concavity notions other than ordinal concavity
that have been used in economic analysis. We show that they do not consti-
tute a necessary and sufficient condition for rationalizing choice rules with
path independence and the law of aggregate demand. We then discuss some

variants of ordinal concavity and size-restricted concavity.

4.1. Submodularity. A typical assumption on functions with a combina-
torial structure is submodularity. It is assumed in various economic mod-
els such as combinatorial auctions (Ausubel and Milgrom) 2002) and cost-

sharing problems (Moulin and Shenker, 2001).

Definition 5. A utility function u satisfies submodularity if, forany X, X' C X,

we have
w(X) +u(X") > u(XUX')+u(XNnX).

Take any Y C X and distinct z,y € X' \ Y. By substituting Y + = for X

and Y + y for X’ in the above definition, we obtain
(1) wY 4+x)—wY)>ulY +x+y) —ulY +vy).

This condition captures nonincreasing marginal utility: the marginal utility
of adding = to set ¥ does not increase when Y expands to Y + yﬁ In
other words, if y is present, then the agent is less willing to accept z, so
this captures a kind of substitutability between = and y. Contrary to this
intuition, submodular functions do not necessarily induce substitutable or

path-independent choice rules.

321t is well known that submodularity is equivalent to nonincreasing marginal utility; for
a formal statement, see, e.g., Proposition 6.1 of Shioura and Tamura| (2015)).
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Claim 1. There exists a choice rule that is rationalizable by a submodular function
but does not satisfy substitutability. In particular, the choice rule does not satisfy

path independence.

Proof. We provide an example in Section O

Therefore, Theorem (1| does not hold if we replace ordinal concavity with

submodularity. Indeed, the two notions are logically independent.

Claim 2. Submodularity and ordinal concavity are logically independent of each

other.
Proof. See Section [B.2} O

4.2. MF-concavity. Claim[l|suggests that submodularity is too weak to cap-
ture the substitutes condition (and hence path independence). Therefore,
we turn our attention to a stronger notion than submodularity, called M-
concavity. Mf-concavity is a central concavity notion in discrete convex anal-
ysis (Murota, 2003). M*-concavity implies submodularity (Murota and Sh-
ioura) 2001)), and M*-concavity guarantees the existence of equilibrium in
markets with indivisibilities (Kelso and Crawford, [1982) | or stable out-

comes in matching markets (Kojima et al., 2018)).
Definition 6. A utility function u satisfies M*-concavity if, for any X, X' C X
and x € X \ X', there exists ' € (X' \ X) U {0} such that
u(X)+uX) <uX —z+2)+uX +x—2).
M?-concavity implies ordinal concavity (Hafalir et al., 2022b). Moreover,

when a choice rule is rationalizable by an M*-concave function, the following

result holds.

33Kelso and Crawford| (1982) use a condition called the gross substitutes condition,
which is equivalent to M“—concavity; see Section for a detailed discussion.
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Proposition 2 (Eguchi et al. (2003) and Murota and Yokoi| (2015)). Let C
be a choice rule that is rationalizable by an M*-concave utility function. Then C

satisfies path independence and the law of aggregate demand.

However, Mh-concavity does not cover all choice rules that satisfy path

independence and the law of aggregate demand.

Claim 3. There exists a choice rule that satisfies path independence and the law of

aggqregate demand but is not rationalizable by any M*-concave utility function.
Proof. We provide an example in Section O

4.3. Ordinal content of M*-concavity. M’-concavity is a cardinal notion be-
cause the definition compares the sum of function values. Meanwhile, ra-
tionalization is an ordinal concept because only the ordinal ranking among
utility values is taken into account. Therefore, Proposition[2still holds when
C'is a choice rule that is rationalizable by a monotonic transformation of an
M®-concave utility functionﬁ In other words, if we replace M*-concavity
with “the ordinal content of M#-concavity” in Proposition 2| the result con-
tinues to hold

One important implication of this discussion is that ordinal concavity is
not equivalent to the ordinal content of Mé-concavity. This can be seen by
noting that under ordinal concavity, the induced choice rule does not need
to satisfy the law of aggregate demand, but under the ordinal content of
M?-concavity the law of aggregate demand holds. For example, consider a
path-independent choice rule that does not satisfy the law of aggregate de-
mand and the corresponding utility function that we construct in the proof

34A utility function u is a monotonic transformation of another utility function @ if there
exists a strictly increasing function g : R — R such that u(X) = g(a(X)) forall X C X.

35The ordinal content of cardinal notions has drawn some attention in the literature. For
example, Chambers and Echenique| (2009)) study the ordinal content of supermodularity
and (Chambers and Echenique| (2008]) consider ordinal notions of submodularity.
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of Theorem We know that the utility function satisfies ordinal concavity
by Theorem I} However, since the choice rule does not satisfy the law of ag-
gregate demand, the utility function cannot be a monotonic transformation
of an M’-concave utility function by Proposition]2] In fact, even though both
ordinal concavity and size-restricted concavity are implied by Mf-concavity,
their conjunction is not equivalent to its ordinal contentﬂ

The preceding discussion elucidates the relationships between different
concepts of substitutability. The substitutes condition of |[Hatfield and Mil-
grom| (2005)) is closely related to the gross substitutes property of Kelso and
Crawford, (1982), which is the standard concept of substitutability in mar-
kets with continuous transfers. These two conditions are often regarded as
natural counterparts in markets with and without transfers, with the gross
substitutes property being stronger than the substitutes condition. Our anal-
ysis precisely pins down how much stronger the former is than the lat-
ter for rationalizable choice rules. To see this, we note that Fujishige and
Yang| (2003) show that the gross substitutes property is equivalent to M*-
concavity in the present setting. Since Theorem [I| provides an equivalence
result for rationalizable choice rules satisfying the substitutes condition (ra-
tionalizability and the substitutes condition are jointly equivalent to path
independence, see Proposition[Ijand Theorems 4 and 5 in[Yang| (2020) ), one
can attribute the difference between the two notions of substitutability to

the difference between two kinds of discrete concavity, namely Mé-concavity

36For example, let X = {x,y, z}. Define choice rule C as follows: if € X, then C(X) =
{z}, and C(X) = X otherwise. It is easy to check that C is path independent but does not
satisfy the law of aggregate demand.

371f the conjunction of ordinal concavity and size-restricted concavity were equivalent to
the ordinal content of M”—Concavity, then the choice rule constructed in the proof of Claim
would also be rationalizable by an M®-concave utility function, which contradicts Claim
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and ordinal concavity. Similarly, Theorem 2| shows that size-restricted con-
cavity is precisely the additional restriction on utility functions that corre-
sponds to imposing the law of aggregate demand on choice rules in addition

to path independence.

4.4. Pseudo M"-concavity. Hafalir et al.| (2022a)) introduce a variant of M-

concavity, called pseudo M*-concavity.

Definition 7. A utility function u satisfies pseudo M*-concavity if, for any
X, X' CXandx € X\ X/, there exists ' € (X' \ X) U {0} such that

min{u(X),u(X")} < min{u(X — 2z +2') + w(X' +z —2')}.

A notable characteristic of pseudo M*-concavity is that upper contour
sets form well-behaved discrete convex sets (see Lemma 1 of Hafalir et al.
(2022a)). In view of rationalizing choice rules with path independence
and the law of aggregate demand, pseudo M’-concavity is similar to M*-

concavity: it is a sufficient condition, but not a necessary condition.

Proposition 3. Let C be a choice rule that is rationalizable by a pseudo M*-concave
utility function. Then C' satisfies path independence and the law of aggregate de-

mand.
Proof. See Section [B.4, O

Claim 4. There exists a choice rule that satisfies path independence and the law of
agqregate demand but is not rationalizable by any pseudo M*-concave utility func-

tion.

Proof. We provide an example in Section O

4.5. Variants of ordinal concavity and size-restricted concavity. The pre-
ceding results reveal that Theorem{I|does not hold if we replace ordinal con-

cavity with submodularity, M*-concavity, or pseudo M*-concavity. In this
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section, we introduce new variants of ordinal concavity and strengthen The-

orem [I|by using these notions.

Definition 8. A utility function u satisfies ordinal concavity~ if, for any
X, X'CXandx € X \ X', there exists 2’ € (X' \ X) U {0} such that

(i) w(X) <u(X —z+2) o0r

(i) w(X') <u(X' 4+ 2z —2).

To see that ordinal concavity implies ordinal concavity* note first that
conditions (i) and (ii) of the former are the strict-inequality versions of con-
ditions (i) and (ii) in the latter. Moreover, condition (iii) of ordinal concav-
ity implies that both conditions (i) and (ii) of ordinal concavity~ hold with
equality.

Definition 9. A utility function u satisfies ordinal concavity™ if, for any
X, X' C Xand x € X\ X/, there exists ' € (X' \ X) U {0} such that one
of the following two conditions holds:

(i) u(X) <u(X —x+2a),or

(i) uw(X') < u(X'+z—2').

Ordinal concavity™ implies ordinal concavity because conditions (i) and
(ii) of the former are identical to conditions (i) and (ii) of the latter. We now

provide a generalization of Theorem [1jusing these concavity notions.

Theorem 1’ . The following hold:

(I) If a choice rule is rationalizable by a utility function satisfying ordinal
concavity~, then it satisfies path independence.
(II) If a choice rule is path independent, then it is rationalizable by a utility

function satisfying ordinal concavity™.

Proof. See Section|A.1 O

380rdinal concavity~ is implied by condition QM inMurota and Shioura (2003).
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Theorem|[I"]|implies that Theorem [T|holds for any property of utility func-
tions that implies ordinal concavity~ and is implied by ordinal concavity™.
In particular, Theorem [I|can be stated using either ordinal concavity™ or or-
dinal concavity~. However, we regard rationalization by ordinal concavity
as our main result for two reasons. First, ordinally concave functions have a
computational advantage: there exists an algorithm that finds a maximizer
of an ordinally concave function in polynomial time in the number of con-
tractsﬁ Therefore, if we can identify a utility function used in practice and
verify that the function satisfies ordinal concavity, then we can compute its
maximizers very fast. Second, for applications such as school choice, the
utility function known to rationalize a given choice rule often satisfies or-
dinal concavityﬂ Ordinal concavity strikes a balance between these two
properties—note that the first property does not hold if the condition on
the utility function is too permissive, while the second property does not
hold if the condition is too restrictive.

Furthermore, rationalization by a utility function is useful because numer-
ical evaluations of candidates are commonplace in practice. For example, a
school authority often admits students based on test scores. The necessity
part of our rationalization theorem indicates that ordinally concave func-
tions are a sufficiently large class of utility functions in the sense that any
path-independent choice rule is ordinally concave rationalizable. Therefore,
it would potentially be useful to identify computationally tractable numeri-
cal evaluations behind path-independent choice rules.

Finally, we introduce variants of size-restricted concavity.

Definition 10. A utility function u satisfies size-restricted concavity™ if, for
any X, X' C X with | X| > | X'|, there exists v € X \ X' such that

(i) w(X) <u(X —2z),o0r

39See Hafalir et al.| (2022b)) or Murota and Shioura| (2024).
405ee, for example, the applications in Kojima et al.| (2018).
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(il) u(X') < u(X'+ x).

Definition 11. A utility function u satisfies size-restricted concavity™ if, for
any X, X' C X with | X| > | X'|, there exists v € X \ X' such that

(1) u(X) <u(X —x),or

(i) uw(X') < u(X'+ ).

It is easy to check that size-restricted concavity™ implies size-restricted
concavity.  Likewise, size-restricted concavity implies size-restricted
concavity . Similar to Theorem [I” | generalizing Theorem 1, the following

result generalizes Theorem 2}

Theorem 2’ . The following hold:

(I) If a choice rule is rationalizable by a utility function satisfying ordinal
concavity™ and size-restricted concavity~, then it satisfies path indepen-
dence and the law of aggregate demand.

(I) Ifa choice rule satisfies path independence and the law of aggregate demand,
then it is rationalizable by a utility function satisfying ordinal concavity™

and size-restricted concavity™.

Proof. See Section[A.2] O

Therefore, Theorem 2" | holds for any combination of two notions such
that (i) one implies ordinal concavity~ and is implied by ordinal concavity*
and (ii) the other implies size-restricted concavity~ and is implied by size-

restricted concavity ™.

5. Concluding remarks

Concavity has been a central assumption in the analysis of economies
with divisible goods. Our analysis reveals a sense in which it is essential

in economies with indivisible goods as well. In particular, we show that a
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path-independent choice rule is rationalizable by a utility function that sat-
isfies a particular notion of discrete concavity, namely ordinal concavity. In
fact, we show that the relationship between path independence and rational-
izability by a utility function with ordinal concavity is tight. In economies
with divisible goods, it is often the case that maximization techniques of con-
cave functions help us characterize equilibrium outcomes. Our rationaliza-
tion theorems may prove useful in the analysis of economies with indivisible
goods.

To our knowledge, the present paper is one of the first to provide rational-
ization theorems for combinatorial choice rules. One possible direction for
future research is to provide rationalization results for other choice rules.
It is not arduous to provide such results for canonical choice rules such
as the responsive ones (Roth| |1985) as well as the g-acceptant and substi-
tutable ones (Kojima and Manea, 2010)@ Meanwhile, rationalization re-
sults are still an open problem for most other choice rules, such as those with
type-specific quotas (Abdulkadiroglu and Sonmez, 2003)) and with reserves
(Hafalir et al., 2013). More generally, it would be interesting to establish

rationalization theorems for practically relevant choice rules.
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Appendix A. Proofs of Theorems in Section 3]

In the Appendix, we provide the proofs of our results.

A.1. Proof of Theorems([ljand[T"} In this section we prove Theorem[1”] As
discussed in Section the if and only-if directions of Theorem (1| follow
from Theorem[1”] (I) and (II), respectively.

Before starting the proof, we refer to an existing result on path-

independent choice rules. For a choice rule C, we define

(2) Xo={zeX|zelC{z}}

If C satisfies the substitutes condition, then = € X if and only if x € C'(X)
for some X C X. For a linear order > over X and X C X, we define

top(X;>-)={x e XNXc| x> 2 forall 2’ € X N Xo with 2’ # z}.

Note that top(X, ) is a singleton or the empty set. By using this function,

we can represent a path-independent choice rule C, as stated below

Lemma 1 (Aizerman and Malishevski (1981))). Let C be a choice rule such that
Xo # 0. Then, C satisfies path independence if and only if there exists a finite
sequence of linear orders over X¢, {>;}",, such that

(3) C(X) = Otop(X, ;) forall X C X.

=1

#2A formal proof of this proposition can be found in Moulin| (1985) (Theorem 5) or|Alva
and Dogan| (2023)) (Theorem 11.19).
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A.1.1. Proof of Theorem|1”|(I). Let C be a choice rule and u be a utility func-
tion that rationalizes C' and satisfies ordinal concavity~. Our goal is to prove
that C satisfies path independence. By Proposition[l} it suffices to prove that
C satisfies the substitutes condition and irrelevance of rejected contracts.
One easily verifies that, if a choice rule is rationalized by some utility func-
tion, then it satisfies irrelevance of rejected contracts. In the following we
prove that C satisfies the substitutes condition.

Suppose, for contradiction, that the substitutes condition fails, i.e., there
exist X C X and distinct #,y € X such that 2 € C(X) and z ¢ C(X — y)[f
Consider two subsets C'(X), C(X —y) and z € C(X) \ C(X —y). By ordinal
concavity~, there exists 2’ € (C(X —y) \ C(X)) U {0} such that

(i) u(C(X)) < u(C(X) ~z + '), or
(ii) u(C(X —y) < u(C(X —y) + 2 —a).

If 2/ # 0, then 2’ € C(X —y) C X —y C X, which implies
C(X)—xz+2'CX.

If ' = (), then the above set inclusion clearly holds. Therefore, condition
(i) contradicts C'(X) uniquely maximizing v among all subsets of X. By
x € X —y,wehave C(X —y) + z — 2’ C X — y. Therefore, condition (ii)

contradicts C'(X —y) uniquely maximizing v among all subsets of X —y. [

A.1.2. Proofof Theorem|1’|(II). Let C be a choice rule that satisfies path inde-
pendence. By Proposition (1} it also satisfies irrelevance of rejected contracts
and the substitutes condition. We assume that X # () (recall ) )

#3We note that the substitutes condition is equivalent to the following condition: for any
X C X and any distinct z,y € X, if x € C(X), then z € C(X — y). Here, we consider the
negation of this condition.

Hf Xo = 0, then C(X) = 0 for all X C X (see the sentence after ). For such a choice
rule, we can easily construct a utility function v that rationalizes C' and satisfies ordinal con-
cavity; for example, u defined by u(X) = —|X| satisfies the desired conditions. Therefore,
we consider only choice rules C with X # 0.
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We proceed in three steps. In step 1, we construct a utility function . In
step 2, we prove that @ rationalizes C. In step 3, we prove that @ satisfies

ordinal concavity™.

Step 1: Construction of a utility function.

Set n := |Xz| > 1. By Lemma |1} there exists a sequence of linear orders
over X, {>~;}",, such that (B]) holds. Leti € {1,...,m}. For each z € X,
let r(x;>;) € {1,...,n} denote the rank of = in the order h‘ﬁ We define
v; : Xo — Z>o by

vi(z) = [n+1—r(z;=;)] -n™ " forall z € Xp.

Notice that v;(z) gives a higher value to a contract with a higher priority
according to >;. Therefore, for any X C &, it holds that top(X, >;) =
arg max v; ()

reXNXo

We define u : 2% — R by
u(X) = Zmax{vi(a:) |2 € XN A&y} forall X € 2%,
i=1

where the maximum over the emptyset is defined to be 0. Hence, XN = ()
implies u(X) = 0. Note that, for any X, X’ C X with X D X’, we have
u(X) > u(X'). Lete € (0, ;3;) and we define @ : 2¥ — R by

(4) i(X)=u(X)—e-|X\C(X)|forall X € 2%,

Note that the second term on the right-hand side is sufficiently small in the

sense that
(5) e | X\CX)| <e-|X| <1

We prove a claim.

4SFor example, if Xo = {z,y,z} and = is givenby = = y = z, thenr(x;>) =1, r(y; >) =
2,and r(z;>) = 3.

41f X N X = 0, then this equality holds in the sense that both sides coincide with the
empty set.
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Claim 5. Let X, X’ C X. Suppose that there exists j € {1,...,m} such that
(6) max{v(x) |z e X NXc} > max{v(z) |z € X' NXc} foralli < j,and
(7) max{vj(z) |z € X N X} > max{v;(z) | x € X' N A}

Then, u(X) > a(X").

Proof. By ([7) and the fact that v; takes integer values, we have max{v;(z) |
xr € X NXc} > 1. This means that X N X # () and

i(X) = u(X) — - [X\ C(X)| 21— - |X \ C(X)] >0,

where the last inequality follows from ([5)). Therefore, the desired claim fol-
lows if X' N Xz = 0 (which implies 4(X’) < u(X’) = 0). In what follows, we
assume that X' N Xz # 0.

Foreachi € {1,...,m}, let z;, ) € X¢ be contracts such that

vi(x;) = max{v;(x) | z € X N X}, vi(x)) = max{v;(z) | z € X' N X}

Then,
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where

the first inequality follows from (B)) and ¢ - | X"\ C(X")| > 0,
the second inequality follows from (/)),
the third inequality follows from ([7]) and the definition of v;(-),

the fourth inequality follows from v;(z;) > n™ " and v;(z}) < n-n™"
forall iwith j +1 <i < mﬂand
e the last equality follows from the formula of a finite geometric series

(with first term (n — 1) and common ratio n).

The above displayed inequality establishes the desired inequality. O

Step 2: Proof of u rationalizing C.
Let X C X and Y C X with Y # C(X). Our goal is to prove that

a(C(X)) > a(y).

We consider two cases.

Case 1: Suppose that C(X) € Y. By Y C X and irrelevance of rejected

contracts, we have

By (B), the left-hand side is equal to | J;", top(Y, >;). Therefore, for any i €
{1,...,m}, we have top(Y,>;) C C(X), which together with C(X) C Y
implies

arg max v;(z) = top(Y, ;) = top(C(X), =;) = arg max v;(z).

€Y NXc zeC(X)NXc
It follows that u(C'(X)) = w(Y'). By irrelevance of rejected contracts, we
have C'(C(X)) = C(X), which implies - |C(X) \ C(C(X))| = 0. Meanwhile,

47We remark that, if j = m, then ZZ’; y +1{”i () — vl(ig)} = 0, so the left-hand side

of the fourth inequality is equal to 0, and hence, the desired inequality u(X) — @(X’) > 0
follows.
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C(Y)=C(X) QY impliese- |Y \ C(Y)| > 0. Therefore, we obtain

w(C(X)) = u(C(X)) —e-|C(X)\ C(C(X))]
= u(C(X))
=u(Y)
>u(Y) —e-[Y\CY)
=u(Y)

as desired.

Case 2: Suppose that C(X) ¢ Y, which is equivalent to C(X) \ Y # 0. By
(@), we have C(X) = /", top(X, =;). Therefore,

(8) there exists j € {1,...,m} such that top(X,>;) € C(X) \ Y.

Take such a j with the lowest index, i.e., i < jimplies top(X, ;) € C(X)NY.
By C(X) C X and Y C X, we have
arg max v;(z) = top(C(X), =;) = top(Y, >;) = arg maxv;(z) forall i < j,
2€C(X)NXc zE€YNXC

which implies

max v;(x) = max wv;(z)foralli < j.
zeC(X)NXc z€YNXco

Furthermore, by (§) and Y C X,

L S (x) > max v; (7).

By Claim [flapplied to C'(X) and Y, we obtain the desired inequality.

Step 3: Proof of ordinal concavity™ of .
Instead of directly proving that u satisfies ordinal concavity*, we show

that it satisfies a stronger notion defined below.

Definition 12. A utility function u satisfies ordinal concavity*™ if, for any
X, X'CXandx € X \ X', one of the following two conditions holds:
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(i) there exists ' € (X' \ X) U {0} such that u(X) < u(X —z + '), or
(i) uw(X') < u(X'+ ).

Note that ordinal concavity** implies ordinal concavity* [
Let X, X' C X and z € X \ X'. We show that @ defined by (4)) satisfies (i)

or (ii) in Definition[9] We consider two cases.

Case 1: Suppose that 2 ¢ C(X). By @), for any ¢ € {1,...,m}, we have

x ¢ top(X, =;) = arg maxv;(z). This condition implies
rzeXNXo

u(X) =u(X —x).

By z ¢ C'(X) and irrelevance of rejected contracts, we have C(X —z) = C(X),
which implies | X \ C'(X)| > [(X — z) \ C(X — z)|. This inequality together
with the above displayed equality implies that @(X — z) > @(X). Therefore,

condition (i) of ordinal concavity*" holds for 2’ = §.

Case 2: Suppose that x € C(X), which implies z € X (recall the sentence
after (2)). By (), there exists j € {1,...,m} such that {x} = top(X,>)).

Take such a j with the lowest index, i.e.,

(9) i < j implies {z} # top(X, >;).

Subcase 2-1: Suppose that

(10) there exists 2’ € X' N X¢ such that v;(2') > v;(z).

Since {z} = top(X, >;) = arg maxv;(z), we have 2’ € (X’ \ X) N X. We also
yeXNX
have

max vi(y) > max wv(y) forall i < j, and

ye(X—z+z')NXc zeXNXco

BTo verify this claim, take any X, X’ C X and z € X \ X'. If condition (i) of ordi-
nal concavity ™t holds for 2’/ € (X’ \ X) U {0}, then condition (i) of ordinal concavity™
holds for the 2/. If condition (ii) of ordinal concavity™* holds, then condition (ii) of or-
dinal concavity ™ holds for 2/ = (). Since conditions (i) and (ii) of ordinal concavity* are
equivalent to the first two conditions of ordinal concavity, the above argument also shows
that ordinal concavity ™t implies ordinal concavity.
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pe X Uily) > a0 (y).

where the former inequality follows from (9)) and the latter inequality fol-
lows from {z} = top(X,>;) = arg maxv;(z) and ). Claimapplied to

zeXNXo
X — x + 2’ and X implies that condition (i) of ordinal concavity** holds.

Subcase 2-2: Suppose that v;(z) > v;(2') forall 2’ € X' N XCE Then,

yE(XI}/}FaJIZ))iﬂXC /Uj (y) - vj (x) > yEI}/(l/afl_T)EYc Uj (y)

Since v;(-) takes only integer values, the above inequality implies that the

left-hand side is bigger than the right-hand side by no less than 1. Therefore,
(11) u(X'+x) > u(X')+ 1.
It follows that
w(X' + ) — a(X)
= {u(X'+2) - (X" + )\ C(X" + )|} = {u(X') — e [X"\ C(X)[}
>u(X' +z)—e- (X +2)\CX +2)| —u(X)
>1—e-|(X +2)\C(X + )|
> 0,

where

e the first inequality follows from ¢ - | X'\ C(X’)| > 0,
e the second inequality follows from (1)), and
o the last inequality follows from (J)).

We conclude that condition (ii) of ordinal concavity™ holds. As ordinal

concavity " implies ordinal concavity ", the desired conclusion follows. [

49This case subsumes X' N X¢ = ().
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A.2. Proof of Theorems 2 and In this section, we prove Theorem
Note that the if and only-if directions of Theorem 2] follow from Theorem[2’]
(I) and (II), respectively.

A.2.1. Proof of Theorem|2"|(I). Let C be a choice rule and u be a utility func-
tion that rationalizes C' and satisfies ordinal concavity~ and size-restricted
concavity~. By Theorem (1" | (I), C satisfies path independence. It remains
to prove that C satisfies the law of aggregate demand. The proof is similar
to that of Theorem 3.10 in Murota (2016]). Suppose, for contradiction, that
the law of aggregate demand is violated, i.e., there exist X and X’ such that
X D X'and |C(X')| > |C(X)|. By size-restricted concavity ~ of u, there exists
x € C(X')\ C(X) such that

(i) w(C(X") <u(C(X') —x), or

(ii) w(C(X)) < u(C(X) + x).
If (i) holds, then we obtain a contradiction to C'(X’) uniquely maximizing
u among all subsets of X'. If (ii) holds, then together with x € C(X’) C

X' C X, we obtain a contradiction to C'(X) uniquely maximizing v among

all subsets of X.

A.2.2. Proof of Theorem 2" | (II). Let C be a choice rule that satisfies path in-
dependence and the law of aggregate demand. We define @ as in (). As
proven in Section u rationalizes C' and satisfies ordinal concavity*. It
remains to prove that @ satisfies size-restricted concavity™. Let X, X' C X

with | X| > | X’|. We consider two cases.
Case 1 Suppose that there exist z € X \ X' and j € {1,...,m} such that

a. i > a. i .
yE(Xm+z>)<ﬁXC v <y> yEI}’(l/IAI}g(C Uj (y)

50The proof of this case is similar to that of Subcase 2-2 of step 3 in Section
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Since v;(-) takes only integer values, the left-hand side is bigger than the
right-hand side by no less than 1. Therefore,

(12) u(X'+x) > u(X')+ 1.
It follows that
WX+ z) — @(X')
= {u(X' +2) —e (X' +2) \ O(X"+2)[} — {u(X') —e - [X'\ C(X')]}
>u(X'+z)—e |(X' +2)\CX' + )| — u(X")
>1—c-|(X'+2)\CX' + 2|
> 0,
where
e the first inequality follows from ¢ - | X'\ C(X’)| > 0,

e the second inequality follows from (12]), and
o the last inequality follows from (J)).

We conclude that condition (ii) of size-restricted concavity™ holds.

Case 2: Suppose that, for any x € X \ X’, we have
7 = 3 f ].1 ) € 1, ey .
e ) = s, vi) forall s € 4L m)
This condition implies
i(y) = i(y) foralli e {1,...,m},
ye(XIB)E}%mXC ! (y) yg)l{l%}g(c v (y> oratite { m}
which is equivalent to
top(X U X', ;) = top(X', ;) foralli € {1,...,m}.
By (B)), we have

(13) C(XUX') = C(X).
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Subcase 2-1: Suppose that X \ X’ C C(X). Since C satisfies path indepen-

dence, by Proposition |1, C satisfies the substitutes condition. Hence, the

following set-inclusion holdsﬂ
(14) CXUX)\CX)CX'\X.
Since | X| > | X,
(15) XA\ X > X7\ XL
Then,
COXUX)\ 0| < X7\ X] < X\ X'] < |O(X)\ (X U X),

where the first inequality follows from ([14)), the second inequality follows
from ([15), and the last inequality follows from X \ X’ C C(X) \ X’ C
C(X)\C(X U X'), where

e the first set-inclusion follows from the assumption of Subcase 2-1,
and
e the second set-inclusion follows from C(XUX') C X’ (which follows
from (13)).
The above displayed inequality implies |C(X)| > |C(X U X’)|. We obtain
a contradiction to the law of aggregate demand. Hence, Subcase 2-1 is not

possible.

Subcase 2-2@ Suppose that X \ X' ¢ C(X). Letz € (X \ X')\ C(X). By

), forany i € {1,...,m}, we have = ¢ top(X, >;) = arg maxwv;(z). This
rzeXNXo
condition implies

w(X) =u(X —z).

5170 see that holds, suppose that there exists z € C(X UX")\C(X) withz ¢ X'\ X.
By z € C(X UX’)and C(X U X’) C X’ (the latter condition follows from ([I3))), we have
x € X'. Together with z ¢ X'\ X, it implies x € X N X'. By combining = ¢ C'(X), z € X,
and z € C(X U X'), we obtain a contradiction to the substitutes condition.

52The proof of this case is similar to that of Case 1 of step 3 in Section
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By z ¢ C'(X) and irrelevance of rejected contracts, we have C(X —z) = C(X),
which implies | X \ C'(X)| > [(X —z) \ C(X — z)|. This inequality together
with the above displayed equality implies that @(X — z) > @(X). Therefore,

condition (i) of size-restricted concavity™ holds. O

Appendix B. Proof of claims in Section [4]

B.1. Proof of Claim[l} Let X = {z,y, 2} and consider u : 2% — R defined
as follows:

u(@) =0, u({z}) = 10,u({y}) = 20, u({z}) = 100,

U({.flj’,y}) =0, U({%,Z}) = 109, u({y72}) = 102, U({CC,y,Z}) = —100.

One easily verifies that v is submodular. However, the choice rule C ra-

tionalized by this utility function violates the substitutes condition because

C{z,y,2}) N{w,y} = {x, 2} N {z,y} = {2} € {y} = C{z,u}).

B.2. Proof of Claim 2. We first show that submodularity does not imply
ordinal concavity. Consider the utility function in Section which satis-

fies submodularity. To verify that this function violates ordinal concavity,
consider {z, z}, {y}, and z € {z, z} \ {y}. We have

u({z, z}) > u({z}) and u({y}) > u({z, y}),
u({z,z}) > u({y, z}) and u({y}) > u({z}).

Therefore, ordinal concavity does not hold.
To see that ordinal concavity does not imply submodularity, let X = {x, y}

and define v’ by
u'(0) =0, w'({z}) =1, W' ({y}) = 1, v'({z,y}) = 3.

One can verify that this function satisfies ordinal concavity. However, it vi-

olates submodularity because v’ ({z}) + v ({y}) < v'({z,y}) + «'(0). O
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B.3. Proof of Claim (3l We consider a choice rule introduced by |Yokoi
(2019)@ Let X = {1,2,3,4,5,6} and we define seven subsets of X, denoted
Z, through Zﬂﬂand d(Zy) € X fork=1,...,7, as follows:

Zy ={1,2,3,4} ,6(Z,) = 4, Zy={1,3,5,6},0(Z2) = 6,
Zs = {2,4,5,6},6(Z3) =5, Zy={1,2,6},6(Z4) =6,
Zs =1{2,3,5},8(Zs) = 5, Zg ={3,4,6},0(Zs) = 6,

Z7 = {1747 5} ) 5(27) = 5.
Let C be a choice rule given by
O(X) :X\{é(Zk) | Z, C X,k € {1,...,7}}forallX cx.

This choice rule satisfies path-independence and the law of aggregate de-
mand (see Yokoi (2019)). Our goal is to prove that there exists no M*-
concave utility function that rationalizes C. Suppose, for contradiction, that
there exists a rationalizing M*-concave function .

It is known that an M*-concave function u satisfies the following condi-

tiont
For any X, X' C X with |[X| =|X'| and € X \ X', there exists 2’ € X'\ X
such that u(X) + u(X") <u(X —z+2) + u(X' + 2 —2).

In the following, we apply the above condition to two subsets with the
same size 3 and derive 8 equations that u must satisfy. We abbreviate

{z1,29,..., 24} C X toz129 ... 1 for notational simplicity.

53Yokoil (2019) studies a class of choice rules called matroidal choice functions. [Yokoi (2019))
proves that the choice rule given in this section is a matroidal choice function that is not
rationalizable by any monotonic M*-concave function. We strengthen this claim by showing
that there exists no rationalizing M-concave function (including non-monotonic ones).

These seven subsets arise as cycles of an undirected graph; see Figure 6.1 of |Yokoi
(2019).

2Gee, e.g., Corollary 1.3 of Murota and Shioura (2018)).
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1. For X =124 and X' = 156and 2 € X \ X/,
w(124) + u(156) < u(126) + u(145), or
w(124) + u(156) < u(125) + u(146).
For X =125and X' =146and 2 € X \ X',
w(125) + u(146) < u(126) + u(145), or
w(125) + u(146) < u(124) + u(156).
By C/(1456) = 146 and C/(1256) = 125,
u(145) < u(146) and u(126) < u(125).

Combining the above three displayed conditions leads to u(124) +
w(156) = u(125) + u(146) 4
2. For X = 134and X’ = 156 and 3 € X \ X/,

w(134) + u(156) < u(136) + u(145), or

w(134) + w(156) < u(135) + u(146).
For X =135and X’ =146 and 3 € X \ X/,

w(135) + u(146) < u(136) + u(145), or

w(135) + u(146) < u(134) + u(156).
By C'(1456) = 146 and C/(1356) = 135,

u(145) < u(146) and u(136) < u(135).

We obtain u(134) 4+ u(156) = u(135) + u(146).

0We explain why this equation holds. Applying the strict inequalities in the third dis-
played condition to the first displayed condition, we have u(124) + u(156) < u(125) +
1(146). Similarly, applying the strict inequalities to the second displayed condition, we have
1u(125) + u(146) < u(124) 4+ u(156). Combining these two inequalities establish the desired
equation. The other 7 equations below are derived in the same manner.
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3. For X =123 and X' =256 and 1 € X \ X/,
w(123) + u(256) < u(126) + u(235), or
u(123) + u(256) < u(125) + u(236).
For X =125and X' =236and 1 € X \ X,
w(125) + u(236) < u(126) + u(235), or
w(125) + u(236) < u(123) + u(256).
By C(2356) = 236 and C'(1256) = 125,
w(235) < u(236) and u(126) < u(125).

We obtain u(123) + u(256) = u(125) + u(236).
4. For X =124and X’ =256and 1 € X \ X/,

w(124) + u(256) < u(126) + u(245), or

w(124) + u(256) < w(125) + u(246).
For X =125and X' =246and 1 € X \ X',

u(125) + u(246) < u(126) + u(245), or

u(125) + u(246) < u(124) + u(256).
By C(2456) = 246 and C'(1256) = 125,

u(245) < u(246) and u(126) < u(125).

We obtain u(124) + u(256) = u(125) + u(246).
5. For X =123and X' =356and 1 € X \ X',

u(123) + u(356) < u(136) + u(235), or
u(123) + u(356) < u(135) + u(236).



44

YOKOTE, HAFALIR, KOJIMA, AND YENMEZ

For X =135and X' =236and 1 € X \ X/,
u(135) + u(236) < u(136) + u(235), or
w(135) + u(236) < u(123) + u(356).
By C(2356) = 236 and C'(1356) = 135,
u(235) < u(236) and u(136) < u(135).

We obtain u(123) 4+ u(356) = u(135) + u(236).

. For X =234and X' =356and 2 € X \ X/,

w(234) + u(356) < u(236) + u(345), or

w(234) + u(356) < w(235) + u(346).
For X =236and X' =345and 2 € X \ X/,

w(236) + u(345) < u(235) + u(346), or

w(236) + u(345) < w(234) + u(356).
By C/(3456) = 345 and C/(2356) = 236,

u(346) < u(345) and w(235) < u(236).

We obtain u(234) + u(356) = u(236) + u(345).
For X =134and X' =456and 1 € X \ X,

u(134) + u(456) < u(146) + u(345), or
w(134) + u(456) < u(145) + u(346).
For X =146and X' =345and 1 € X \ X,

u(146) + u(345) < u(145) + u(346), or
w(146) + u(345) < u(134) + u(456).
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By C/(3456) = 345 and C/(1456) = 146,
u(346) < w(345) and u(145) < u(146).

We obtain u(134) + u(456) = u(146) + u(345).
8. For X =234and X' =456 and 2 € X \ X,

u(234) + u(456) < u(246) + u(345), or

w(234) + u(456) < u(245) + u(346).
For X =246 and X' =345and 2 € X \ X',

w(246) + u(345) < u(245) + u(346), or

u(246) + u(345) < u(234) + u(456).
By C(3456) = 345 and C/(2456) = 246,

u(346) < w(345) and u(245) < u(246).

We obtain u(234) 4+ u(456) = u(246) + u(345).

Let )V denote the 14 subsets appearing in the above 8 equations.
Y = {123,124, 125, 134, 135, 146, 156, 234, 236, 246, 256, 345, 356, 4561}

We defined = {v € RY | A-v = 0}, where A is the 8 x 14 matrix that

represents the 8 equations. Specifically, A is given as follows:

123 124 125 134 135 146 156 234 236 246 256 345 356 456

0 1 -1 0 0 -1 1 0 0 0 0 0 0 0
0 0 0 1 -1 -1 1 0 0 0 0 0 0 0
1 0 -1 0 0 0 0 0 -1 0 1 0 0 0
0 1 -1 0 0 0 0 0 0 -1 1 0 0 0
1 0 0 0 -1 0 0 0 -1 0 0 0 1 0
0 0 0 0 0 0 0 1 -1 0 0 -1 1 0
0 0 0 1 0 -1 0 0 0 0 0 -1 0 1
0 0 0 0 0 0 0 1 0 -1 0 -1 0 1
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Letting u|y € RY denote the vector such that u|y(Y) = u(Y) forall Y € ),

we must have u|y € U E| One can verify the following assertion.
Fact 1. The matrix A has full row rank.

Notice that ¢/ is the null space of the linear function given by the matrix

A. Applying existing results in linear algebra, we obtain:

Proposition 4 (Known result in linear algebra). U is a linear space and
dim(U) = 6.

We define

U = {y € RY | there exists (11, ...,76) € R® such that

u(Y) =Y n, forall Y y}.

zeY

Fact 2. U' is a linear space and U’ C U.

Proof. It is easy to verify that U/ is a linear space. To see that the inclusion
relation holds, take v € U’. Then, there exists (7;,...,15) € RS such that
v(Y) = > ey me forall Y € Y. Our goal is to show that v satisfies the 8
equations; we only deal with the first equation because the other equations

can be handled analogously.
v(124) + v(156) = (m1 + 12 + na) + (1 + 75 + 76)
= (m 4+ n2 +15) + (m + 4+ 1) = v(125) + v(146),
as desired. 0

Our next goal is to prove that &/’ = U. To this end, we introduce two
existing results.
5"To see why this claim holds, note that we have thus far shown that any utility function

u satisfying Mf-concavity and rationalizing C' must satisfy the 8 equations. Equivalently,
u‘y eu.
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Proposition 5 (Known result in linear algebra). For two linear spaces U and
U,ifd' CUand dimU') = dim(U), thenU' = U.

We say that two linear spaces V and V' are isomorphic if there exists a
function f : V — V' such that
1 f is one-to-one.
2 fis onto.
3 fislinear (ie., f(n+1') = f(n) + f(1f) and f(c-n) = c- f(n)).

Proposition 6 (Known result in linear algebra). Two linear spaces are isomor-

phic if and only if they have the same dimension.

Let f : R® — U’ be a function that maps € R° to v € U’ given by
v(Y)=> nforallY €.
zeY
To prove that U’ = U, it suffices to prove that f satisfies the three conditions
of isomorphism It is easy to see that f is onto and linear. We prove that f
is one-to-one. Let v € U’ and 7,7 € R® be such that f(n) = f(1) = u. We
show that = 7’. By the definition of f, the following equation holds:

111000\ /m u(123)
011100 ]||m u(234)
011001 ||m]| [u230)
100101 m || u(146)
101010 5 u(135)
100011/ \u u(156)

Note that the 6 subsets appearing on the right-hand side are included in V.
The same equation holds with 7, replaced with 7'. One can verify that the

above matrix has full rank. Therefore, n = 7'.

%We explain why this claim holds. If f satisfies the three conditions of isomorphism,
then RS and U’ are isomorphic, which together with Proposition [¢] implies dim(/’) =
dim(R®) = 6. This equation and Propositionimphes dim(U’) = dim(f). Furthermore, by
FactP2} 4’ C U. Applying Proposition B} we obtain U’ = U.
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It follows that &/ = U'. Since u|y € U = U’ (recall footnote57)), there exists
n € RS such that

(16) u(Y) =Y n,forally €.

zeY
Again, we apply M¥-concavity (in particular, the condition stated after

footnote |55)) to two subsets with the same size 3. For X = 123 and X’ = 156
and2 € X \ X/,

u(123) + u(156) < u(135) + u(126), or

u(123) + u(156) < u(136) + u(125).
Note that 126 and 136 are not included in ), while the other subsets are
included in V.

e If the former inequality is true, then by substituting ([16]) for «(123),
u(156), and u(135), we have 1, + 12 + 176 < «(126). This inequality
together with

u(126) < u(12) (which follows from C'(126) = 12)
and
u(12) < u(125) (which follows from C(125) = 125)

implies 7, +72+16 < u(125). By substituting ([16]) for u(125), we have

N6 < 15-
o If the latter inequality is true, then by substituting (16]) for 123, 156,
and 125, we have 1; + 13 + 1 < u(136). This inequality together with

u(136) < u(135) (which follows from C(1356) = 135)

implies 1, +13+71 < u(135). By substituting ([16]) for u(135), we have
M6 < 7s5-
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Therefore, in either case, we have

(17) N6 < 5.

Applying M?-concavity (in particular, the condition stated after footnote
55) to X =234 and X' = 256 and 3 € X \ X', we have

u(234) + u(256) < u(236) + u(245), or
u(234) + u(256) < u(235) + u(246).

Note that 245 and 235 are not in cluded in ), while the other subsets are
included in V.

e If the former inequality is true, then by substituting ([16]) for u(234),
u(256), and u(236), we have 1, + n4 + 175 < u(245). This inequality
together with

u(245) < u(246) (which follows from C(2456) = 246)

implies 1, +14+15 < u(246). By substituting ([16]) for u(246), we have
M5 < M-

o If the latter inequality is true, then by substituting (16]) for u(234),
u(256), and u(246), we have 1, + 13 + 175 < u(235). This inequality
together with

u(235) < u(23) (which follows from C(235) = 23)
and
u(23) < u(236) (which follows from C(236) = 236)

implies 7,413 +15 < u(236). By substituting (16)) for u(236), we have

N5 < 1.

Therefore, in either case, we have 75 < 7s. We obtain a contradiction to ([17]).
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B.4. Proof of Proposition[3] Let C'be a choice rule and  be a utility function
that rationalizes C' and satisfies pseudo M*-concavity. Our goal is to prove

that C satisfies path independence and the law of aggregate demand.

B.4.1. Proof of C satisfying path independence. The proof is similar to that of
Theorem[I”] (I) in Section By Proposition[]} it suffices to prove that C'
satisfies the substitutes condition and irrelevance of rejected contracts. One
easily verifies that, if a choice rule is rationalizable by some utility function,
then it satisfies irrelevance of rejected contracts. In the following we prove
that C satisfies the substitutes condition.

Suppose, for contradiction, that the substitutes condition fails, i.e., there
exist X C X and distinct #,y € X such that 2 € C(X) and z ¢ C(X — )P
Considet two subsets C'(X), C(X —y) and z € C(X) \ C(X —y). By pseudo
MF-concavity, there exists 2’ € (C(X —y) \ C(X)) U {0} such that

min{u(C(X)),u(C(X —y))} < min{u(C(X) —z + 2"),u(C(X —y) +z — 2'}.

We consider two cases.

Case 1: Suppose that the left-hand side is equal to w(C(X)). Then,
w(C(X)) < u(C(X) — z + 2’). We obtain a contradiction to C'(X) uniquely
maximizing u(-) among all subsets in X.

Case 2: Suppose that the left-hand side is equal to u(C(X — y)). Then,
w(C(X —y)) <u(C(X —y)+x—2'). By x € X — y, we obtain a contra-

diction to C'(X — y) uniquely maximizing u(-) among all subsets in X — y.

B.4.2. Proof of C satisfying the law of agqregate demand. Instead of directly
proving that C satisfies the law of aggregate demand, we prove that C' sat-

isfies the following condition: for any X C & and = € C'(X),

(18) C(X —z)=C(X) —z+ 2 forsome 2’ € C(X —z) U{0}.

%We consider the negation of the condition stated in footnote
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This condition and irrelevance of rejected contracts of C' (which follows from
the fact that C'is rationalizable by some utility function) imply that C' satis-
fies the law of aggregate demandm

Suppose, for contradiction, that the above condition fails, i.e., there exist
X C X and z € C(X) such that

(19) C(X —2)#C(X)—x+2 forall2’ € C(X —z) U {0}.

Applying pseudo M*-concavity to C(X), C(X —z)and z € C(X)\C(X —x),
there exists 2’ € (C(X — z) \ C(X)) U {0} such that

min{u(C(X)),u(C(X —2))} < min{u(C(X) —z+ 2'),u(C(X —z) + = — 2')}.

By w(C(X)) > u(C(X —x)) (which follows from C(.X) uniquely maximizing
u(-) among all subsets in X), the left-hand side is equal to w(C(X — z)).

Therefore,
w(C(X —2)) <u(C(X) —z+1).

By (19), we have C'(X —z) # C(X) —x +2'. Sinces’ e C(X —2) C X —x
(whenever 2’ # (), it holds that C'(X) — z + 2’ C X — . This condition and
the above displayed inequality yield a contradiction to C'(X — z) uniquely

maximizing u(-) among all subsets in X — . O

B.5. Proof of Claim[@ We revisit the choice rule C' in Section[B.3] Suppose,
for contradiction, that there exists a pseudo M*-concave function that ratio-
nalizes C. Applying pseudo M"-concavity to X = 124 and X’ = 156 and
2 € X\ X/, we have

min{u(124),u(156)} < min{u(14),u(1256)}, or

0To see that this implication holds, take X, X’ C X with X 2 X'. Let {z1,...,2zx} :=
X \ X'. We first show that |C(X)| > |C(X — x1)|. If 1 ¢ C(X), then by irrelevance of
rejected contracts, we have C'(X) = C(X — z1), which establishes the desired inequality. If
x1 € C(X), then implies that the desired inequality holds. Repeating this procedure,
we obtain |C(X)| > |[C(X —x1)| > -+ > |C(X — 21 — -+ — )| = |C(X)].
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min{u(124),u(156)} < min{u(126),u(145)}, or
(20) min{wu(124), u(156)} < min{u(125),u(146)}.

By w(146) > u(14) (which follows from C(146) = 146) and u(125) > u(1256)
(which follows from C'(1256) = 125), if the first inequality holds, then the
third inequality holds. By u(125) > «(126) (which follows from C'(1256) =
125) and u(146) > u(145) (which follows from C(1456) = 146), if the second
inequality holds, then the third inequality holds. Therefore, in any case, the
third inequality (20)) holds.

Applying pseudo M?-concavity to X = 125and X’ = 146and 2 € X \ X,

we have
min{u(125), u(146)} < min{u(15), u(1246)}, or
min{u(125), u(146)} < min{u(126), u(145)}, or
(21) min{u(125), u(146)} < min{u(124), u(156)}.

By w(156) > u(15) (which follows from C(156) = 156) and u(124) > u(1246)
(which follows from C(1246) = 124), if the first inequality holds, then the
third inequality holds. By u(125) > «(126) (which follows from C(1256) =
125) and u(146) > wu(145) (which follows from C'(1456) = 146), the second
inequality never holds. Therefore, the third inequality (21]) holds.

Combining (20)) and (21)), we have
min{wu(124),u(156)} = min{u(125),u(146)}.

By u(124) > wu(156) (which follows from C(12456) = 124), the left-hand
side is equal to u(156). If u(156) = u(125), then we obtain a contradiction to
u(125) > u(156) (which follows from C(1256) = 125). If u(156) = u(146),
then we obtain a contradiction to u(146) > wu(156) (which follows from
C/(1456) = 146). 0
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Online Appendix

Alternative Proof of Theorem [

In this section, we provide an alternative proof of the only-if direction of
Theorem |1, Let C be a choice rule that satisfies path independence. Then it
also satisfies irrelevance of rejected contracts and the substitutes condition
(Proposition [T).

We proceed in three steps. In Section we construct a utility function
4. In Section we prove that @ rationalizes C'. In Section we prove

that @ satisfies ordinal concavity.

B.6. Construction of a utility function. Let n = |X|. For any X C X, we

define E% for k = 1,...,n, inductively as follows:
Ey =X,
EY = EX'\ (C(ES )\ X) fork=2,...,n.
We define o, for k =1, ..., n, inductively (from n to 1) as follows:

a, =1,

= max ;| XNC(E)| +1 fork=n—1,n—-2,...,1.
T j=k+1

We define u : 2¥ — R by

(22) u(X) =Y ay-|XNC(EY)| forevery X C X.

k=1
Forany X C X and k = 1,...,n, we define 0% by

5 e ifC(E%) C X and C(E%) ¢ X for every j with j < £,
X =

0 otherwise,
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where ¢ is a sufficiently small number with 0 < ¢ < 1/n. We define @ : 2% —
R by

(23) a(X) = u(X) — i &% | X\ C(E%)| for every X C X.
k=1

The following inequalities hold:
(24) w(X) > a(X)and @(X) > u(X) — 1 forevery X C X,

where the strict inequality follows from >, 0% - [X \ C(E%)| <e-n < 1.

Claim 6. Let X, X' C X with X C X'. Then,

B CE%, foreveryj=1,...,n.

Proof. The proof is by mathematical induction. The claim trivially holds for
j = 1 because Ey = Ey, = X. Suppose that it holds for j — 1. We show the
claim for j.

By the definition of £, our goal is to prove that
(25) (B (BN X)) € (B (CEGH X)),
Letz € B '\ (C(F% ')\ X). By 2 € E% ' and the induction hypothesis,
(26) xe "

By z ¢ C(EX ")\ X, wehave (i) z ¢ C(F% ") or (i) z € C(EL ) N X. If
(i) holds, then by 2 € E% ', the induction hypothesis, and the substitutes
condition we have = ¢ C(F%,"), which implies z ¢ C(E’,")\ X'. Together
with (26)), it implies that z is included in the right-hand side of (25)). If (ii)
holds, then = € X, which implies z € X', and so z ¢ C(F%,")\ X'. Together
with (26), it implies that x is included in the right-hand side of (25)). O

61We use the following equivalent condition to the substitutes condition: for any X, X’ C
X with X C X7, it holds that X\C(X) C X'\C(X").
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B.7. Proof of @ rationalizing C. Fix an arbitrary X C X with X # () and let
X* = C(X). Our goal is to prove that X* uniquely maximizes @ among all
subsets of X. The proof works in a number of steps. At each step k, where
1 <k < n, we provide two statements labeled as (a|k) and (b|%k) below.

In step 1, we show that either Claim (a|1) or Claim (b|1) holds. The proof
is completed if (a|1) holds. If (b/1) holds, then we go to step 2. In step 2,
we show that either Claim (a|2) or Claim (b|2) holds. Again, if (a|2) holds
then the proof is completed, and otherwise we go to step 3. We continue this
process until Claim (a|k) holds for some k € {1,...,n}.

We define ¥* for k = 0, ..., n inductively as follows:
W={XCXx|XCX}
UF={X e U | |XNCO(EY)| > |X' NC(EY)| forevery X' € UF 1}
forevery k=1,...,n.
Note that ¥° D ! D ... D ¥,
Step k (1 < k < n).Suppose that one of the following two conditions

holds:

e k=1,or
e k> 2and (b|j) holdsineverystepj=1,...,k— 1.
Then, one of the following two claims holds:
(a|k): X* uniquely maximizes @ among all elements in ¥°; or
(b|k): 6% = 0 for every X € ¥*!, and U* satisfies the following four
conditions:
(i) X* € Uk,
(i) X NC(E%) = X NC(EY) for every X € UF,
(iii) EX™ = E¥ C EX for every X € U, and
(iv) u(X) > u(X’) forevery X € U* and X' € Wk~1\ Uk,

Moreover, if k = n, then (a|n) holds.
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Proof of the statement for step k. By the definition of £, E% 2 X. Together

with the substitutes condition, it implies that

(27) X*=C(X) 2 XNO(EL).

The following equality holds:

(28) U= {XeU" | XDXNCEL)}.

To see that (28) holds, let X € W' with X DO X N C(E%). Then, X N
C(E%) O X N C(E%), which implies |[X N C(E%)| > |X N C(E%)]. Since
X NC(EY)| > | X' N C(EY)| for every X’ € W1 C U0, we obtain X € U
Conversely, let X € U*! with X 2 X N C(E%). Then,

X*NC(EY) = [X° 0 (X N O(EL)| > 1X 0 (X N C(EL)| = X NOEL),

where the first equality follows from X* C X, the strict inequality follows
from (27) and X 2 XNC(E%), and the last equality follows from X C X. By
the above displayed inequality and X* € ¥*~! (which follows from (b|k — 1)
(1)) we get X ¢ U*. It follows that (28)) holds.

By 27), (28) and X* € W*1,
(29) X* e vk
For any X € W* and X’ € W1\ W+ [

u(X) — u(X’)

Y0 IXnOEI+ Y e 1X N OE)])

j=1 j=k+1
k n
X X nCE + 3 o 1X 0O )
Jj=1 j=k+1

621f | = 1, then X* € WP follows from X* = C(X) C X.
631f k= n, then the summation > ek @ - [X N C(E% )] is defined to be 0.
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n

S 1XNC(EL) y—{zaj X' NCE) + Y oy X0 C(EL) ]
Jj=1 j=k+1
=y, | X NCEL) — - | X' NC(EL)| - Z a; - | X' N C(EL)
j=k+1
= o - [ XNCEY) - - | X'NCEY) = ) ;- X' NC(EL)]

j=k+1

IIM?r

n

>an— 3 a; X NC(EL)

j=k+1
> 1,
where
o the first inequality follows from 37, ., a; - [X NC (E%)| >0,
e the second equality follows from (b|j) (ii) for every j with 1 < j <
k— 14
o the third equality follows from E} = E}, = F; = X (if k = 1), and
X, X' € Ukl and (b|k — 1) (iii) (if & > 2),
e the second inequality follows from X € U* and X’ ¢ ¥*, and
e the last inequality follows from the definition of .
Hence,
(30) w(X) —u(X") > 1.

We consider two cases.
Case 1: Suppose X 2 C(E%). We prove that (a|k) holds.
By C(E%) C X C E% and irrelevance of rejected contracts,

(31) X*=C(X) = C(E%).

Fix X € U* with X # X*. The above equality and ) imply

XDOXNCELY) =XNX"=X"=C(EY).

X

O41f k: = 1, then the second equality trivially holds.
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Together with (BI)) and X # X*, it implies
(32) X 2 C(EY).

By (29), X € ¥, and (b|k — 1) (iii) [ we have

(33) E%. = EY = E%.
Together with (B1)) and (32)), it yields
(34) Xt = C(Bh.), X 2 O(BY),

which implies C(E%.) \ X* = 0 and C(E%) \ X = (. By the definition of E,

EY. =E¥'=...=FE% and E¥ = EX"' = ... = E}.
Together with (33)) and (34)), it implies
(35) X*NC(F%.) = X NC(F) foreveryj =k, ...,n.

By (bly) (ii) for every j with1 < j <k — 1@

(36) X*NC(Ey.) =X NC(E%) forevery jwith1 < j <k — 1.
By (B5)) and (36)),
(37) w(X™) = u(X).

By the first claim of (b|j) for every j with 1 < j < k — 1, (34), and the

definition of ¢,
(38) ok, =0% =cand 0%. = &% =0 forevery j € {1,...,n} with j # k.
We obtain

(39)  a(X*) =u(X*) - oh. - |X*\ C(E%.)

= u(X")
> u(X) - o - [X \ C(BY)|

O51f k = 1, then follows from E%. = By = B}, = X.
66[f | = 1, then we do not need li in order to establish .
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(40) = a(X),

where the first and last equalities follow from (3§)), the second equality fol-
lows from (34)), and the strict inequality follows from (34]) and (37)).
Furthermore, forany j =0,...,k — 1 and any X’ € W/\ @/t

(41) w(X*) > u(XF) > o> u(XO),

where the first inequality follows from (29)) and (30]) and the other inequal-
ities follow from (b|j) (iv) for every j with 1 < j < k — 1. Hence, for any
X" e w0\ Uk, we have a(X*) = u(X*) > u(X’) > u(X’), where the equality
follows from (39)), the strict inequality follows from (#1I]), and the weak in-
equality follows from the former inequality of (24)). Together with (40)) for
every X € U* with X # X*, it yields (alk).
Case 2: Suppose X 2 C(E%). We prove that (b|k) holds. For any X € ¥*!,
by the assumption of Case 2 and X C X (which follows from X € ¥+~ C
%), wehave C(E%) = C(E%) ¢ X (where the equality follows from (b|k—1)
(iii)) mwhich implies 6% = 0. Thus, the first claim of (b|k) holds.

By (29), we obtain (b|k) (i).

For any X € U¥, by (28)), we have X D X N C(E%). Together with X C X
(which follows from X € ¥* C ¥Y), it yields

(42) XNO(EY) =X NO(EY).
Together with E% = E% (which follows from (b|k — 1) (iii)), it implies (b|k)
(i)
For any X € U*, we have
B = B\ (C(BY) \ X)
= E%\ (C(EX)\ X)

871f k = 1, then the equality follows from E} = E% = X. The same comment applies to
the equation E% = E% in the remaining part.
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= B5\ (CBO)\ (X n oY)
= B3\ (C(EN)\ (XN C(EY)))
= BE\ (C(FY)\ X)
= E¥L

where the second equality follows from E% = E% (which follows from (b|k—
1) (iii)) and the fourth equality follows from ). Together with C(E%) \
X # 0 (which follows from the assumption of Case 2), it yields (b|k) (iii).
Finally, (b|k) (iv) follows from (B0]). We conclude that (b|k) holds.

Finally, we prove the claim that (a|k) holds for k = n. By (b|j) (iii) for j
with 1 < j < n —1, we get |E%| < 1. Together with X # ) and X C E%
(which follows from the definition of E), we get E%: = X. Hence, C(E%) C
X. As proven in Case 1, (a|n) holds. |

By the statement for step k£ (1 < k < n), there exists j € {1,...,n} such
that (a|j) holds. Therefore, we obtain the desired claim. O

B.8. Proof of ordinal concavity of @. As in the proof of Theorem 1" | (I) in
the main text, we show that @ satisfies ordinal concavity™ (see step 3 in
Section[A.1.2)). Since ordinal concavity ™" is stronger than ordinal concavity
(see footnote 48/in the main text), the desired claim follows.

Definition (Same as Definition[9]in the main text). A utility function u sat-
isfies ordinal concavity™™ if, for any X, X' C X and x € X \ X', one of the
following two conditions holds:

(i) there exists ' € (X' \ X) U {0} such that u(X) < u(X —z + '), or

(i) uw(X') < u(X'+ z).

Let X, X' C X and z € X \ X'. We show that @ defined by (23)) satisfies

(i) or (ii) in the above definition.
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Let X = X U X’ and X* = C(X). By following the same line of the proof
in Section [B.7] there exists ¢ € {0,...,n — 1} such that

e For every j with 1 < j </, Case 2 holds in step j and we obtain (b|j),
and

e Case 1 holds in step ¢ + 1 and we obtain (a|¢ + 1).

As shown in the proof, there exists a sequence of collections of subsets of
X, (W0, ..., ¥"), such that U/ satisfies the conditions in (b];) for every j with
1 <j < (. Wedefine k(X), k(X') € {0,...,(} by
k(X) =max{j € {0,...,0} | X € W},
k(X') =max{j € {0,....0} | X' € ¥}
Let k = min{k(X), k(X")}. By (28) and X, X’ € W’ for every j with 1 < j <
k,
X2>Xn C(E;-() and X' 2 XN C(Eﬁz) for every j with 1 < j < k.
Together with z € X \ X, it implies
X -2+ DXNC(EL) forevery 2’ € (X'\ X)U {0} and j with 1 < j < k, and
X' +22 XﬂC(EﬁZ) for every j with 1 < j < k.
These conditions and ([28) imply
(43)
X —z+2 €W forevery ' € (X' \ X)U {0} and j with1 < j <k, and
(44)
X'+ x € W forevery j with 1 < j < k.

We consider two cases.
Case 1: Suppose k(X') > k(X). By the definition of k(X ), we have X € Wk(X)
and X ¢ WO+ Together with X’ € WFX)+1 and (28)), it yields

X' 2 XNCE T and X 2 X nCELI),
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Since X = X U X/, the above conditions have two implications. First, the

former set-inclusion and z € X \ X’ imply
(45) v ¢ CEZ™).

Second, there exists 2/ € X'\ X such that

(46) ' e OB,

By {@3) and 2’ € X'\ X,

(47) X —z+2' € W forevery j with 1 < j < k(X).
We obtain

uw(X —z+2") —uX)

E(X)+1 n
—{ Y o X —r ) NCE )+ Y e (X =2+ ) NC(B 0l
j=1 J=k(X)+2
E(X)+1 n
~{ > aIxncEDI+ Y - IXncEp)l}
Jj=1 J=k(X)+2
k(X)+1
> o |(X =z 42 )N C(F_ eirar)|
j=1
k(X)+1 n
~{ > e xXncED+ Y - IXncEy)l}
j=1 j—k(X)+2

= Qg(x)4+1 " (X —z+2/) NC(EY X IE)’
— ok X NCEFI = 37 - XN C(BL))
j—k(X)+2

= gy - [(X — 2+ 2') N OB

— arer (X NCETTY = T - XN C(EY)

j=k(X)+2
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n

= ok — Y - [ XNC(EL)
=R (X)+2

> 1

)

where

o the first inequality follows from } 7,
C(E%_qya)| 2 0,

X—x+a!

x)+2 4 - (X =z +2) N

e the second equality follows from X — z + 2/ € U/ (which is implied
by (7)), X € ¥/, and (b;) (ii) for every j with 1 < j < k(X),

e the third equality follows from X — z + 2’ € U*X) (which is implied
by ), X € UFX) and (b|k(X 111)@

e the fourth equality follows from and (46]), and

e the last inequality follows from the definition of av(x)41-

It follows that u(X — x + 2’) > u(X) + 1, which together with (24) implies
w(X — x4+ ') > u(X). Hence, condition (i) of ordinal concavity ™ holds.
Case 2: Suppose k(X') < k(X)(< n —1). We consider two subcases.
Subcase 2-1: Suppose that « ¢ C(E%) for every k € {k(X') +1,...,n}.

By ) and the definition of k(X), we have X D X N C <E§2) for every j
with k(X’) +1 < j < k(X). Together with the assumption of Subcase 2-1, it
yields

X—z+2' 2 XNC(EY)
forevery 2’ € (X' \ X) U {0} and j with k(X") + 1 < j < k(X).

This condition and (28)) imply

X —x+2 € VW forevery 2’ € (X'\ X)U {0} and j with k(X)) +1 < j < k(X).

S81f k(X)) = 0, then the third equality follows from EY_,_ ., = E% = EL = X.

1,
X
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These conditions, together with (43]), yield

(48)
X —x+2 € VWiorevery 2’ € (X' \ X)U {0} and j with 1 < j < k(X).

We consider two further subcases.
Subcase 2-1-1: Suppose k(X) = {. As we noted in the beginning of Section
[B.8| (after the definition of ordinal concavity ™), Case 1 holds in the proof of
step ¢ + 1 in Section which implies X D C(E?l) (see the first sentence
of Case 1 after (30])). We consider two further subcases.
Subcase 2-1-1-1: Suppose X 2 C(EL™). By X —x € ¥ (which follows from
(48))), X € w’, and (b|¢) (iii) [ we have
(49) ES, = B¢ = ES
Together with the assumptions of Subcases 2-1 and 2-1-1-1, these equations
imply
(50) X -z 2 C(E{!,) and X D C(ES).
If £ + 1 < n, then by the definition of £ and (50]), we get
E§(+1 _ E§(+2 and Eﬁ(—&-l _ E§(+2

which together with ( imply X —z D C(E{?) and X D C(ES™). Re-
peating this procedure,
(51) B = FEforeveryj=/(+1,...,n, and

X —-22C(F_,)and X D C(F%) foreveryj=/(+1,...,n.
We obtain the followingm

w(X —x) —u(X)

91f ¢ = 0, then follows from B}, _, = E} = E; = X.
701f ¢ = 0, then the summation 2221 aj - [(X —z)NC(E%_,)|is defined to be 0.
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n

{Z% X —2)NOEL_ )+ Y ap- (X —2) N C(E )}

j=0+1
—{Zaj-|ch<E§;>|+ > oy X NC(EL)
Jj=1 J=t+1
=Y o X =N O~ 3 4y X NO(E)
j=t+1 j=t+1
=0,

where

e the second equality follows from X — = € ¥/ (which is implied by
[8)), X € W and (b;) (ii) for every j with 1 < j < ¢, and
o the third equality follows from (51)).

Hence,
(52) wX —z)—u(X)=0

By X — 2z € ¥, X € W and the first statement of (b|j) for every j with
1 <5 </, wehave

(53) & =0and & _, = 0 forevery j with1 < j < /.
We obtain

> ok IX\C(EX)| =67 X\ C(BY)

k=1
> 07, - |(X —2) \ C(EY)|

=Y ok I(X —a) \ C(EY_,),

where the two equalities follow from (50]), (53)), and the definition of ¢, and
the strict inequality follows from (49)) and (50)). This inequality and (52)
imply

(X —z) > a(X).
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Hence, condition (i) of ordinal concavity ™ holds for 2’ = (.

Subcase 2-1-1-2: Suppose X 2 C(E{). Since X = XUX'and X D C(EY)
(which follows from the assumption of Subcase 2-1-1), there exists 2’ € X"\
X such that 2 € C(EL™). Then,

uw(X —r+2") —uX)

{41 n
= {Zaj (X =242 )NC(Ey )| + Z aj - (X —z+2)N C(E§_$+x,)|}
j=1 j=0+2
{41 . n ‘
~{Y e IXnc@E)I+ Y a5 IXNCEDI]
Jj=1 j=t+2
/41

> o (X —z+2)NC(EL )
j=1

/+1 n
> X nCE)+ Y - IX OB}
j=1 j=0+2
= a1 (X —2+2)NOBES )]
e X NCELH = Y a5 [X N C(EY)
j=0+2
=ap- |[(X —z+2)N C’(E§2+1)|

— e IXNCEE = Y - X N C(E)|

=042
= a1 — Y ;- [XNC(EY)
J=0+2
>1,
where

o the first inequality follows from »7° , ,a; - [(X — = + 2') N
CBY _pya) 20,
e the second equality follows from X — z + 2/ € ¥/ (which is implied

by ([@8)), X € W/, and (b;) (ii) for every j with 1 < j < ¢,
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e the third equality follows from X —z + 2’ € ¥* (which is implied by

@8), X € v, and (]¢) (iii) [
e the fourth equality follows from the assumption of Subcase 2-1 and
¢ € C(EY), and

e the last inequality follows from the definition of .

It follows that u(X — = + ') > u(X) + 1, which together with (24) implies
w(X —x + ') > u(X). Hence, condition (i) of ordinal concavity™* holds.
Subcase 2-1-2 Suppose k(X) < {, which implies X ¢ T*X)+L By (28],
we have X 2 X NC (Ef-((X)H). By following the same line of the proof of
Subcase 2-1-1-2 (with k(X)) playing the role of /), there exists ' € X'\ X
with @(X — z + 2’) > u(X). Hence, condition (i) of ordinal concavity ™"
holds.

Subcase 2-2: Suppose that there exists £ € {k(X’) +1,...,n} such thatz €
C(E%). Together with

o B, C E, forevery j = 1,...,n (which follows from X' +z C X
and Claim [p]),

e v € X' +1 C E%,,, (where the set-inclusion follows from the defi-
nition of E) for every j =1,...,n,and

e the substitutes condition,

it implies that there exists ¥’ € {k(X') + 1,...,n} withz € C(E%,,). Let
k* € {k(X')+1,...,n} denote the minimum index such that z € C(E¥, ).
By (28) and X' € W/ for every j with 1 < j < k(X'),

X' +x € W forevery j with 1 < j < k(X').
Together with (b|7) (ii) for every j with 1 < j < k(X’), it implies

(54) (X' +2)NC(E%.,,) = X' NC(E%,) for every j with 1 < j < k(X).

71If ¢ = 0, then the third equality follows from E%__, , = Ey = EL = X.

1
P'e
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By Ey, = Ex.,, = X and (b|j) (iii) for every j with 1 < j < k(X’), we have
(55) Bl = F%,, forevery j=1,....k(X') + 1.
If k(X') + 1 < k*, then
B = BRI (@SN K 1)
= B\ (CE )\ x)

= B (CET x7)

k(X')+2
X/ g

where the second equality follows from = ¢ C (Eﬁ“((,ﬁg“) (which follows from

k(X')+1 < k* and the minimality of £*) and the third equality follows from
(B5). If k(X’) + 2 < k*, then by the same argument as above, we obtain

E(X")+3 k(X'
FEXHE _ ghx)

Xt 3 Repeating this procedure, we obtain

B, = F%.., for every j with k(X') +2 < j < k".
This condition and (B5]) imply
(56) Eg(, = Eg(,ﬂ forevery j =1,...,k"

Together with the minimality of £*, it yields
(57)
(X' +2)NC(E%.,,) = X' N C(F%,) for every j with k(X') + 1 < j < k* — 1.

We obtain

w(X' + ) —u(X)
k* n
{30 X+ ) NCE L)+ Y g (X +2) N OB, |
j=1 j=k*+1
k* n
—{> e X NCE+ Y ey X N OB
j=1

j=k*+1
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>Za3 (X' + ) ﬂC’(E_JX/ ]

k* n
Do X NCED+ Y ey X N OB}
j=1 j=k*+1

= ape - |(X' +2) N C(EY )]
j=k 41
= — Y ;- |X' N C(EL)

j=k*+1

17

o the firstinequality follows from } 37_,. ,, a;-[(X'+2)NC (F%.,)| >0,

o the second equality follows from (54)) and (57),

e the third equality follows from ) and z € C(EY, .,

the last inequality follows from the definition of a-.

), and

It follows that u(X’ 4+ ) > u(X’) + 1, which together with (24) implies
w(X'+z) > u(X'). Hence, condition (ii) of ordinal concavity™* holds. [
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