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Social interaction and epistemology 

in information elicitation 

 

Abstract 

We consider the possibility that in a society where innately prosocial and adversarial 

agents exist albeit in the minority, the majority of agents behave honestly from two 

distinct perspectives. First, we consider a socioeconomic perspective in which the 

majority are influenced by their partners through iterative social interaction with 

conformity. We define an honest society as one in which the majority can acquire the 

prosocial mode after such an iteration. Second, we consider a strategic perspective in 

which the majority are motivated by self-interest and use epistemological reasoning. We 

show an equivalence between these perspectives in information elicitation, implying that 

a society is honest if and only if the majority behaves honestly via a unique Bayesian 

Nash equilibrium in a detail-free mechanism. 

 

Keywords: adversarial agents, conformity, social network, honest society, detail-free 

mechanism, uniqueness. 

JEL Classification: C72, D71, D78, H41 

 

1. Introduction 

Whether people are motivated to behave honestly is a central question in economics 

and social science. A situation that makes this question intractable arises when a central 

planner lacks relevant information and informed people are not selfishly interested in the 

central planner’s intentions. This is particularly the case when the central planner lacks 

detailed ethical information on the fair distribution. Informed individuals are rarely 

inherently prosocial. Conversely, it is conceivable that they have innately adversarial 

(anti-social and spiteful) tendencies. Furthermore, there is a concern that many ordinary 
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people will behave dishonestly under the influence of such bad people. Hence, we are 

pressured to construct a new incentive theory for the successful collection of hidden 

information. 

Based on the awareness of the above issues, we consider the possibility that the 

majority of agents in a society behave honestly from two distinct perspectivesa 

socioeconomic perspective and a strategic oneand relate these perspectives by showing 

some equivalence theorems in the context of information elicitation. We see such a society 

as a place where two agents are randomly matched into partnerships. Each agent is 

prosocial, adversarial, or neutral. A prosocial agent has an innate mastery of the prosocial 

mode and behaves honestly, whereas an adversarial agent has an innate mastery of the 

adversarial mode and behaves dishonestly. 

Neutral agents, by contrast, who make up the majority of the society, do not have 

any such innate behavioral modes. However, if prosocial agents could exist, neutral 

agents may learn to behave honestly through interdependence in a social network, directly 

through social interaction, or indirectly through epistemological reasoning. Conversely, 

if adversarial agents are present, neutral agents may learn to behave dishonestly. This 

study elucidates the conditions under which neutral agents would behave honestly 

without any innate behavioral modes, provided that both prosocial and adversarial agents 

could exist in the society, albeit in a minority. 

 First, from a socioeconomic perspective, we consider a model in which, owing to 

conformity, a neutral agent is influenced by the partners’ behavioral mode through 

iterative social interaction. A neutral agent follows the prosocial (adversarial) behavioral 

mode and behaves honestly (dishonestly) if the partners are more (less) likely to behave 

honestly than dishonestly. 

We call a society stable if each neutral agent eventually masters some behavioral 

mode, whether prosocial or adversarial, through social interactions. We call a society 

honest (dishonest) if all neutral agents eventually master the prosocial (adversarial) 

behavioral mode. If a society is honest and social interaction with conformity functions 

ideally, there is a high probability that a central planner who lacks information about the 

state that is needed to make desirable decisions can elicit the correct information from 
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informed agents by listening directly to them, without having to design any artificial 

incentive. 

 Second, from a strategic perspective, we investigate a strategic model that differs 

from the socioeconomic model, where social interaction does not function, neutral agents 

never master particular behavioral modes, and they are instead concerned with nothing 

but the selfish maximization of their monetary interests. In this model, the central planner 

must design artificial incentive devices that motivate neutral agents through 

epistemological reasoning. 

 Specifically, the central planner asks both the agents of a partnership the same 

question several times, such as which state is likely to occur. If an agent does not change 

the answer in the end, the central planner considers this answer as the agent’s true 

intention. Before this procedure, the central planner sets up a side-payment rule (i.e., a 

mechanism) that is designed using a quadratic scoring rule (Brier, 1950) and its variant, 

according to which the central planner compares the answers of the two agents and gives 

them monetary penalties if their answers differ. 

The central planner must design a mechanism with two points in mind: detail 

freeness and uniqueness. The mechanism must be detail-free, that is, it must be 

independent of the fine detail of the specifications of the society, because the central 

planner is unaware of it. The mechanism must satisfy uniqueness, that is, it must uniquely 

determine all the agents’ behaviors. In other words, a game associated with the society 

and mechanism must have a unique Bayesian Nash equilibrium (BNE). 

We call a mechanism solvable in a society if the associated game has a unique BNE, 

and this equilibrium brings the central planner to converged answers, whether correct or 

incorrect. We then show an equivalence theorem between the socioeconomic model and 

the strategic model in that there exists a detail-free mechanism such that a society is stable 

if and only if it makes this mechanism solvable. This mechanism motivates neutral agents 

to make their final answers the same as the answers they make in accordance with the 

behavioral mode acquired through iterative social interaction. Importantly, we show 

another equivalence that the central planner can elicit the correct information after 

iterative social interaction (i.e., a society is honest) in the socioeconomic model if and 

only if the central planner can the elicit correct information via a unique BNE in the 

strategic model. 
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 This study captures the foundation of a society as a social network defined based on 

the distribution of partnership-type profiles. The socioeconomic perspective interprets 

this network as a stochastic pattern of matching through iterative social interaction, 

whereas the strategic perspective interprets it as descriptions of agents’ epistemology 

regarding randomly matched partners’ types. The novelty of this study lies in stating that, 

although these perspectives correspond to their respective behavioral models, their 

possibilities for solving the same information elicitation problem are deeply related, as 

our equivalence theorems indicate. 

 The socioeconomic model is related to the social theory literature that studies the 

effects of social influence, social learning, and social contagion on well-being and 

performance.1 This study departs from the literature in that it considers the presence of 

pre-fixed prosocial and adversarial types. The social theory literature exclusively analyzes 

the impacts of tie strength and network shape, such as bonding and bridging, on well-

being and performance. This study indicates that these impacts can be reversed as positive 

or negative, depending on where pre-fixed prosocial and adversarial types are positioned 

in the social network. 

 The strategic model is related to the behavioral implementation theory explored by 

Matsushima (2008a; 2008b), which investigates the possibility of a mechanism design 

that implements a social choice function via unique equilibrium behavior, provided agents 

are either honest or selfish (neutral), but not adversarial.2 Notably, Matsushima (2022a) 

shows that with three or more agents, under complete information about the state, any 

social choice function is uniquely implementable in a BNE if “all the agents are selfish” 

is never common knowledge; that is, if no common knowledge of selfishness (i.e., NCKS) 

holds. In this study, we focus on a simple information elicitation problem and extend 

behavioral implementation theory by considering adversarial agents in addition to 

prosocial agents and neutral (selfish) agents. We generalize these positive results by 

replacing NCKS with the honesty of society, which is less restrictive than NCKS. 

 
1 See, for example, Granovetter (1973), Coleman (1988), Kohler et al. (2001), Putnam 
(2000, 2004), Christakis and Fowler (2007), Rosenquist et al. (2011), and Burt (2018.) 
2  See, for example, Dutta and Sen (2012), Matsushima (2013), Kartik et al. (2014), 
Saporiti (2014), Ortner (2015), and Mukherjee et al. (2017). 
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In the presence of adversarial types, we need a different mechanism design from that 

of Matsushima (2022a). The technical novelty of this study lies in devising a new 

mechanism design to eliminate adversarial agents’ influence on neutral agents’ 

epistemological consideration. In Matsushima (2022a), owing to the non-existence of 

adversarial types, it suffices for the central planner to ask an agent for a single answer. 

However, to eliminate the strategic impacts of adversarial agents on neutral agents’ 

epistemological consideration, we introduce a new design method according to which the 

central planner asks the same questions to each agent repeatedly and adopts the final 

answers as their true intention. 

Abeler et al. (2019) show that subjects who are in trade-offs between material 

interest and honesty give up a large proportion of potential benefits from lying, whereas 

malevolent motivations are largely drowned out by monetary interests. Nevertheless, the 

extensions made in this study are of great value. We find that even a small possibility of 

adversarial types compared with prosocial types may make all the differences, depending 

on where these types are positioned in the social network. Conversely, even in a society 

where adversarial motives are prevalent, it is possible to explain how a slight possibility 

of the existence of prosocial agents can lead the society in a positive direction. This study 

opens up a new future research direction on incentives that is relevant to network 

formation (Bala and Goyal, 2000) and social mobility (Chetty et al, 2022a, 2022b). 

People interact with others in various locations such as homes, schools, workplaces, 

local communities, and social networking sites. People repeatedly learn from and are 

influenced by other people and the pattern of such repeated contacts is stable. The 

appearance of this pattern is intrinsically related to solving the central question in 

economics and social science (such as incentive issues for fairness concerns). 

The socioeconomic perspective assumes that people tend to be emotionally affected 

by and conform to the feelings and attitudes of others, which aids their problem-solving. 

In other words, collectivism may enable many people to acquire prosocial modes through 

social interaction. However, we need to be careful because, if society is not decent, the 

presence of only a handful of psychopaths can turn many ordinary citizens into sociopaths. 

By contrast, the strategic perspective sees people as cold-blooded beings who are 

not subject to the mental influence of others and instead use their cold brains to recognize 

the pattern in an individualistic manner. The epistemological knowledge of the pattern 
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combined with the mechanism design by the central planner can contribute to solving the 

problem. Such individualism can thus achieve the same level of prosociality as achieved 

by collectivism, but no more. 

In a social environment with social common capital (Uzawa, 2005) and relational 

social capital (Putnam, 2000, 2004), collectivism provides solutions to many problems in 

a decent society. However, in a social environment that inadequately manages social 

common capital and relational social capital, even decent societies must resort to 

individualistic approaches using artificial methods such as financial incentives. 

This study does not ask which of the two perspectives is superior or which model is 

appropriate as a depiction of reality. Rather, it shows that the ambiguity in the 

interpretation of social networks allows the two perspectives to be theoretically related 

and comparatively examined. 

The remainder of this paper is organized as follows. In Section 2, we explain the 

partnerships and behavioral modes. In Section 3, we demonstrate the socioeconomic 

model, explain iterative social interaction with conformity, and define a stable society. In 

Section 4, we define an honest society and investigate examples to understand the case in 

which a society is honest. In Section 5, we demonstrate the strategic model, investigate 

the information elicitation problem, and present equivalence theorems. Section 6 

concludes the paper. 

 

2. Partnerships and behavioral modes 

 

Consider a randomly matched partnership consisting of agents 1 and 2. We define a 

society as a type space ( , , )T   , where 1 2T T T  , iT  denotes a finite set of agent 'i s  

types, 1 2: [0,1]T T     denotes a distribution over type profiles 1 2 1 2( , )t t T T   , 

1 2( , )    , and : { , , }i iT P A N   . Each agent {1, 2}i   is prosocial (P), adversarial 

(A), or neutral (N), which we denote as ( ) { , , }i it P A N  , depending on their type i it T . 

A prosocial agent (i.e., ( )i it P  ) always behaves honestly, whereas an adversarial agent 

(i.e., ( )i it A  ) always behaves dishonestly. A neutral agent (i.e., ( )i it N  ) does not 
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have an innate behavioral mode. We define { | ( ) }P
i i i i iT t T t P    and 1 2

P P PT T T  . 

Similarly, we defined A
iT , AT , N

iT , and NT . 

The partnership has a type profile 1 2( , )t t   with the probability of 1 2( , )t t  . We 

assume 
1 1

1 2( ) ( , ) 0
i i

i i
t T

t t t 
 

   for all i N  and i it T .3 The conditional probability 

is denoted by 1 2
1

( , )
( | )

( )i i i
i i

t t
t t

t


  . 

We have distinct interpretations of   from a socioeconomic perspective and from a 

strategic perspective. From a socio-economic perspective, we consider   as a model of 

iterative social interaction in which in any round of social interaction, each type it  meets 

each type 1it    in real life 1( | )i i it t    of the time. From a strategic perspective, we 

consider   as a model of epistemology, where each type it  is expected to meet each 

type 1it   just once with the probability of 1( | )i i it t  . 

 

3. Socio-economic perspective 

 

 This section investigates partnerships from a socioeconomic perspective. We assume 

conformity because a neutral agent is influenced by partners’ behavioral modes through 

social interactions. A neutral agent will behave honestly (dishonestly) if partners are more 

likely (less likely) to behave honestly than dishonestly. Neither prosocial nor adversarial 

agents are influenced by partners’ behavioral modes. 

If partners, even if neutral, are more likely to behave honestly, a neutral agent will 

also behave honestly. Suppose that an agent is neutral and meets partners who are 

prosocial by 40%, adversarial by 30%, and neutral by 30%. If the neutral partners remain 

neutral, the agent will behave honestly because 40% > 30%; that is, partners are more 

likely to behave honestly on average. If neutral partners behave dishonestly, the agent will 

behave dishonestly because 40% < 30% + 30%, that is, partners are less likely to behave 

honestly on average. 

 
3 We express by 1z   the element that is different from z . 
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 To formally describe whether neutral agents follow particular modes and, if so, 

which modes they follow, we define the following infinite sequence 1 2 1( , )k k
k  
 : for every 

{1,2}i ; 

: { , , }k
i iT P A N   for all 1k  , 

    1
i i  , 

for every 2k   and i it T , 

    ( )k
i it P     if ( )i it A  , and either ( )i it P   or 

1 1( ( ) | ) ( ( ) | )k k
i j j i i j j it P t t A t       , 

    ( )k
i it A     if ( )i it P  , and either ( )i it A   or 

1 1( ( ) | ) ( ( ) | )k k
i j j i i j j it P t t A t       , 

and 

    ( )k
i it N     if ( )i it N  , and 

1 1( ( ) | ) ( ( ) | )k k
i j j i i j j it P t t A t       . 

Associated with 1 2 1( , )k k
k  
 , we define an infinite sequence ,

1( )P k
i kT 

  by 

    , { | ( ) }P k k
i i i i iT t T t P    for each 1k  . 

Similarly, we define ,
1( )A k

i kT 
  and ,

1( )N k
i kT 

 . For every 2k  , 

, , 1 , 1
1 1{ | ( | ) ( | )}}P k P N P k A k

i i i i i i i i i iT T t T T t T t  
    , 

, , 1 , 1
1 1{ | ( | ) ( | )}}A k A N P k A k

i i i i i i i i i iT T t T T t T t  
    , 

and 

, , 1 , 1
1 1{ | ( | ) ( | )}}N k N P k A k

i i i i i i i i iT t T T t T t  
    . 

At the end of the k-th round of iterative social interaction, any neutral agent i   who 

belongs to ,P k
iT  ( ,A k

iT ), that is, meets prosocial (adversarial) partners more often during 

the (k-1)th round, that is, , 1 , 1
1 1( | ) ( | )P k A k

i i i i i iT t T t  
    ( , 1 , 1

1 1( | ) ( | )P k A k
i i i i i iT t T t  

   ), 

follows the prosocial (adversarial) behavioral mode and behaves honestly (dishonestly). 

 

3. 1. Stable society 
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A society’s ( , , )T     is said to be stable if, for each {1, 2}i  , there exists 

: { , , }i iT P A N   such that 

( ) lim ( )k
i i i ik

t t 


  for all i it T . 

Let K T . From the finiteness of T , it follows that the society is stable if and only if 

1( ) ( )K K
i i i it t    for all i it T , 

where ( ) ( )K
i i i it t  . The following proposition is self-evident from the definitions. 

 

Proposition 1: A society is stable if and only if for each i N , 

    , 1 ,P K P K
i iT T  , , 1 ,A K A K

i iT T  , and , 1 ,N K N K
i iT T  . 

 

If a society is stable, after iterative social interaction, any neutral agent belonging to 

,P K
iT  follows prosocial agents’ behavioral mode, whereas any neutral agent belonging to 

,A K
iT  follows adversarial agents’ behavioral mode. If a neutral agent belongs to ,N K

iT , 

they do not follow any behavioral mode and remains neutral even after iterative social 

interaction. 

The following example is helpful to understand whether a society is stable or not. 

 

Example 1: Consider a society with symmetry in which 

1 2 {0,1, 2,3}T T  , 

( , 1) ( 1, ) 0l l l l      for all {0,1,2}l , 

[ 1l l   ] [ ( , ) 0l l   ] for all 2( , ) {0,1,2,3}l l  , 

(0,1) (1,2) (2,3)    , 

and for each {1,2}i , 

    (0)i A  , (3)i P  , and (1) (2)i i N   . 

Each type is connected only to its neighbors. All types, except for the polars of the 

network line, are neutral. The society is not stable if and only if the probability of a neutral 

partnership (i.e., either (1,2)  or (2,1) ) is the greatest among all possibilities; that is, 
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(1,2) max[ (0,1), (2,3)]   . 

In fact, we have oscillation such that 

, {2,3}P k
iT   and , {0,1}A k

iT   for all {2,4,6,...}k , 

whereas 

, {1,3}P k
iT   and , {0,2}A k

iT   for all {3,5,7,...}k . 

In this case, types 1 and 2 strongly influence each other; if their modes are different, they 

will switch in the next round, implying this oscillation. Otherwise (i.e., if 

(1,2) max[ (0,1), (2,3)]   ), the society is stable. In fact, we have a convergence such 

that 

[ (1,2) min[ (0,1), (2,3)]   ] 

 [ , {2,3}P k
iT   and , {0,1}A k

iT   for all 2k  ], 

[ (0,1) (1,2) (2,3)    ] [ , {1,2,3}P k
iT   for all 3k  ], 

and 

[ (0,1) (1,2) (2,3)    ] [ , {1,2,3}A k
iT   for all 3k  ]. 

If type 1 and type 2 influence each other only weakly, their modes remain unchanged. If 

either of them unilaterally and strongly influences the other, the mode of the former 

becomes dominant. 

 

3. 2. Honest society 

 

A society ( , , )T    is said to be honest if it is stable and, for every {1, 2}i  and 

i it T , 

[ ( )i it N  ] [ ( )i it P  ]. 

We similarly define a dishonest society. The following proposition is self-evident from 

these definitions. 

 

Proposition 2: A society is honest if and only if 

    ,P K P N
i i iT T T   for each i N . 
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 In an honest society, all neutral agents behave honestly after iterative social 

interaction. In Example 1, a society is honest if and only if (0,1) (1,2) (2,3)     , 

whereas it is dishonest if and only if (0,1) (1,2) (2,3)    . The following example 

shows that even if agents are more likely to be adversarial and rarely prosocial, a society 

can be honest. 

 

Example 2: Assume an arbitrary positive integer 1L  . Let 

1 2 {0,1,..., , 1,..., 2 }T T L L L   , 

( , 1) ( 1, ) 0l l l l      for all {0,...,2 1}l L  , 

[ 1l l   ] [ ( , ) 0l l   ] for all 2( , ) {0,..., 2 }l l L  , 

and 

(0,1) (1,2) ( 1, ) ( , 1)L L L L          

( 1, 2) (2 1,2 )L L L L       . 

Each type is connected only to its neighbors, and the network line has a single peak at 

( 1, 2)L L  . For each {1, 2}i , let 

    (0)i A  , (2 )i L P  , and ( )i l N   for all {1,...,2 1}l L  , 

That is, adversarial and prosocial agents are positioned in the polars of the network line. 

For each {1,..., 1}k L  , we have 

    , {2 ,...,2 }P k
iT L k L   and , {0,1,..., }A k

iT k . 

Since ( 1, ) ( , 1)L L L L    , for each { ,..., 2 1}k L L  , we have 

    , {2 ,...,2 }P k
iT L k L   and , {0,1,...,2 1}A k

iT L k   , 

and therefore, for each 2 1k L  , we have 

    , {1,...,2 }P k P N
i i iT L T T   . 

Thus, the society is honest. Because the value of 2 (2 1, 2 )L L   is not constrained by 

anything other than being positive, we can see that even if agents are more likely to be 

adversarial, whereas they are rarely prosocial, a society can be honest. To attain an honest 

society, it is important that the contagion of the prosocial mode reaches the peak of the 

network line ( 1, 2)L L   sooner than that of the adversarial mode. 
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 The following example shows that whether a stable society is honest or dishonest is 

sensitive to the shape of the distribution  . 

 

Example 3: Let us slightly modify Example 2 by replacing (0,1)  and (0,3) . Hence, 

adversarial agent 0 has a connection not with their neighbor (i.e., agent 1) but with a non-

neighbor (i.e., agent 3). With this slight change, the contagion of the adversarial mode 

changes to a peak earlier than that of the prosocial mode. Hence, in contrast to Example 

2, we have 

    ,1 {0,3}A
iT  , ,2 {0,2,3,4}A

iT  , ,3 {0,1,2,3,4,5}A
iT  , 

, {0,1,..., 2}A k
iT k   for all {4,..., 2}k L  , 

and 

    , {2 ,...,2 }P k
iT L k L   for all {1,..., 2}k L  . 

Since ( , 1) ( 1, 2)L L L L     , for each { 1,..., 2 3}k L L   , we have 

    , { 3,...,2 }P k
iT k L   and , {0,1,..., 2}A k

iT k  , 

that is, 

    , {0,...,2 1}A k P N
i i iT L T T     for all 2 3k L  . 

Hence, with a slight change in the linkage of adversarial agent 0, the society becomes 

dishonest rather than honest. 

 

4. Strategic perspective 

 

 This section investigates partnerships from the strategic perspective. We consider   

as a model of epistemology, where each type it  expects their partner to have type 1it   

with the probability of 1( | )i i it t  . We assume no social interaction, whereas we assume 

that a neutral agent behaves strategically according to their selfish motive and 

epistemological (i.e., rational) reasoning. 

 Before presenting the details of this section’s model, we demonstrate an 

epistemological condition that is closely related to an honest society. We call a subset of 
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type profiles E T   an event. For convenience, we write 1( | ) ( ( ) | )i i i i i iE t E t t    

where we denote 1 1 1 1( ) { | ( , ) }i i i i i iE t t T t t E      . Consider an arbitrary event E T . 

Let 

1( ) { | ( | ) 1}i i i i iV E t T E t   , 

which denotes the set of agent 'i s  types that know the emergence of E . Let 

2 1 1
1 2( ) { | ( ( ) ( ) | ) 1}i i i i iV E t T V E V E t    , 

which denotes the set of agent 'i s  types that know the emergence of 1 1
1 2( ) ( )V E V E . For 

each positive integer, 3k  , let 

1 1
1 2( ) { | ( ( ) ( ) | ) 1}k k k

i i i i iV E t T V E V E t      , 

which denotes the set of agent 'i s  types that know the emergence of 1 1
1 2( ) ( )k kV E V E  . 

We define 
1

( ) ( )k
i i

k
V E V E





  . E T  is said to be common knowledge in a type profile 

t T   if 1 2( ) ( )t V E V E    . If E   is common knowledge at t T  , then 

 1 2( ) ( ) 1i iV E V E t     for all {1,2}i . 

 

Proposition 3: If a society is honest, then “no agent is prosocial” never happens to be 

common knowledge between neutral agents; that is, 

(1)     1 2
{1,2} {1,2}

( ( )) ( ( ))A N A N A
i i i i

i i
V T T V T T T 

 
     . 

Suppose that no type is adversarial, that is, 

(2)     A
iT   for each {1,2}i . 

Then, a society is honest if and only if “both agents are neutral” is never common 

knowledge; that is, 

(3)      1 2( ) ( )N NV T V T    . 

 

Proof: Because , ,

{1,2}
( ( ))A N A K N K

i j j i i
j

V T T T T


    , it follows that for a society to be 

honest, it must permit no neutral type to belong to 
{1,2}

( ( ))A N
i j j

j
V T T


  , implying (1). 

From (2), we have 
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, , ,

{1,2}
( ) ( ( ))N A N A K N K N K

i i j j i i i
j

V T V T T T T T 


     , 

which, along with (1), implies that for a society to be honest, ( )N
iV T  must be empty; 

that is, the equality of (3) must hold. The remaining ‘if’ part is self-evident, because the 

equality of (3), along with the definition of ,P K
iT , guarantees the convergence of 

,
1( )P k

i kT 
  on P N

i iT T .             Q.E.D. 

 

 Matsushima (2022a) terms the condition of epistemology implied by (3) as NCKS. 

Proposition 3 shows that if prosocial agents exist in epistemology (i.e., NCKS holds) but 

adversarial agents never exist, then an honest society will be established. However, even 

if adversarial agents do exist, an honest society can be established, as Examples 2 and 3 

indicate. Thus, the honesty of a society is a broader concept than NCKS. 

 

4. 1. Information elicitation 

 

 To show the equivalence between the socioeconomic and strategic perspectives, we 

introduce an information elicitation problem. Let {0,1}   denote a set of states. Each 

agent knows about the state that occurs, whereas the central planner is unaware of it. The 

central planner attempts to elicit the correct information from agents by overcoming the 

fear of their manipulation. We assume that each agent is indifferent to what the central 

planner uses for information. 

 From a socioeconomic perspective, if a society is honest, not only prosocial agents 

but also neutral agents behave honestly and reveal the state truthfully. Hence, without any 

additional incentive device, the central planner can elicit the correct information (almost 

certainly) by listening directly to the agents. 

From a strategic perspective, by contrast, the central planner does not expect a 

neutral agent to acquire a prosocial mode. Hence, the central planner must incentivize 

neutral agents to behave truthfully by designing a (decentralized) mechanism denoted by 

( , )M x  , 1 2M M M   , 
1

1

K
k

i i
k

M M



   , [0,1]k

iM   , ( )i i Nx x   , and :ix M R  , which 

denotes the side-payment rule for agent i . The central planner asks each agent the same 



 

 

 16

question many times (i.e., 1K   times) under imperfect information, such as “how likely 

is state 1  to occur.” Each sub-message, [0,1]k k
i im M    and {1, 2,..., 1}k K   , of 

agent i  expresses the likelihood that state 1 occurs. Each agent is permitted to announce 

different opinions about this likelihood across the sub-messages. Depending on their 

announcements 1 2( , )m m m M  , the central planner makes a side-payment to agent i , 

which is given by ( )ix m R . 

A strategy for agent i  is defined as 1
1( )k K

i i ks s 
 , where :k k

i i is T M   for each 

{1, 2,..., 1}k K   . At each state {0,1}  , agent i   with type it   announces 

( , ) [0,1]k k
i i im s t   as their k-th sub-message. We assume that a prosocial agent reveals 

the state honestly, while an adversarial agent reveals it dishonestly. Hence, we confine 

our attention to strategies is  such that for every {0,1}  and 1k  , 

( , )k
i is t   for all P

i it T , 

and 

( , ) 1k
i is t    for all A

i it T . 

A neutral agent i  (i.e., ( )i it N  ) is selfish and therefore maximizes the expected value 

of side-payment ( )ix m . A strategy profile s  is said to be a BNE in the associated game 

with society ( , , )T     and mechanism ( , )M x   if for every i N  , N
i it T   (i.e., 

( )i it N  ),  , and i im M , 

    1 1 1 1[ ( ( , ), ) | , , ] [ ( , ) | , , ]i i i i i i i i i i iE x s t m s t E x m m s t      .4 

 

4. 2. Solvable mechanism and implementation 

 

A mechanism ( , )M x  is said to be solvable in a society ( , , )T    if there exists a 

unique BNE s , and this unique BNE s  satisfies that 

    1K K
i is s   for all {1,2}i . 

 
4 1[ | , , ]i iE s t   expresses the expectation operator conditional on 1( , , )i is t  . 
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In a solvable society, all types who play the unique BNE eventually stop changing their 

announcements. 

We define :[0,1] [0,1]I   as 

    ( ) 1I      if 1
2  , 

1( ) 2I     if 1
2  , 

and 

( ) 0I      if 1
2  . 

The central planner interprets each agent 'i s   k-th sub-message k
im  ( 1

2  ) as the 

occurrence of the state ( ) {0,1}k
iI m   . If 1( ) 2

k
iI m  , the central planner considers 

k
im  to be not informative about the state. 

The central planner takes each agent’s final announcement (i.e., 1K
im  ) as their true 

intention. A mechanism ( , )M x  is said to implement a society ( , , )T    if it is solvable, 

and the associated unique BNE s  satisfies that for every i N , {0,1} , and i it T , 

[ 1( ( , ))K
i iI s t   ] [ ( )K

i it P  ], 

[ 1( ( , )) 1K
i iI s t    ] [ ( )K

i it A  ], 

and 

[ 1 1( ( , )) 2
K
i iI s t  ] [ ( )K

i it N  ]. 

If the mechanism implements a society, any neutral agent’s final announcement (i.e., 

1 1( , )K K
i i im s t  ) in the unique BNE is consistent with the behavioral mode acquired 

through iterative social interaction. 

 

4. 3. Equivalence 

 

For each {1, 2}i  , we specify the side-payment rule ix   as the following 

combination of the quadratic scoring rule (i.e., 1 21( )2im   ) and its variant (i.e., 

1 2
1{ ( )}k k

i im I m 
 ): 
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1

1 2 1 2
1

2

1( ) ( ) { ( )}2

K
k k k

i i i i
k

x m m m I m 







     for all m M . 

The specified mechanism ( , )M x  is detail-free, that is, it does not depend on the details 

of the specification of the society. We show that the stability of a society is equivalent to 

its implementation using the specified mechanism. 

 

Theorem 1: For every society ( , , )T   , the following three properties are equivalent: 

(i) The society ( , , )T    is stable. 

(ii) The mechanism ( , )M x  is solvable in the society ( , , )T   . 

(iii) The mechanism ( , )M x  implements the society ( , , )T   . 

 

Proof: A neutral agent i  selects 1
im  that maximizes 1 21( )2im  , that is, they select 

1 1
2im   uniquely, because it is the only part of the side-payment rule that is relevant to 

their first sub-message. Hence, we have 

   1 1( , ) 2i is t   and 1 1( ( , )) 2i iI s t   if agent i  is neutral. 

We also have 

[ 1 1( ( , )) 2i iI s t  ] [ 1( )i it N  ] 

and 

[ 1( ( , ))i iI s t  ] [ 1( )i it P  ]. 

 For each 2k  , a neutral agent i  selects k
im  that maximizes the expected value of 

1 2
1{ ( )}k k k

i im I m 
 , that is, they select 1

1 1[ ( ( , )) | , ]k k
i i i im E I s t t 

   uniquely, because it 

is the only part of the side-payment rule that is relevant to the k-th sub-message. Hence, 

we have 

   1
1 1( , ) [ ( ( , )) | , ]k k

i i i i is t E I s t t  
    if agent i  is neutral. 

If 

[ 1
1 1

1( ( , )) 2
k
i iI s t
   ] [ 1

1 1( )k
i it N 
   ], 

[ 1
1 1( ( , ))k

i iI s t 
   ] [ 1

1 1( )k
i it P 
   ], 
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and 

[ 1
1 1( ( , )) 1k

i iI s t 
    ] [ 1

1 1( )k
i it A 
   ], 

then, we have 

[ 1( ( , )) 2
k
i iI s t  ] [ ( )k

i it N  ], 

[ ( ( , ))k
i iI s t  ] [ ( )k

i it P  ], 

and 

[ ( ( , )) 1k
i iI s t   ] [ ( )k

i it A  ]. 

From these observations, we have proven that the specified mechanism is solvable in a 

society if and only if this society is stable. In this case, the associated unique BNE satisfies 

[ 1 1( ( , )) 2
K
i iI s t  ] [ ( )K

i it N  ] 

[ 1( ( , ))K
i iI s t   ] [ ( )K

i it P  ] 

and 

[ 1( ( , )) 1K
i iI s t    ] [ ( )K

i it A  ]. 

That is, if a society is stable, the specified mechanism ( , )M x  of automatically 

implements it. Hence, we have proven the equivalence of (i), (ii), and (iii). 

   Q.E.D. 

 

Corollary 1: A society is honest if and only if the mechanism ( , )M x  implements it and 

the associated unique BNE s  satisfies 

1( , )K
i is t    for all {0,1}  and N

i it T . 

 

Theorem 1 and Corollary 1 imply that the central planner can solve the information 

elicitation problem in a society from the strategic perspective if and only if the society is 

honest. We must be aware that even when considering different detail-free mechanisms, 

the central planner cannot expand the range of societies in which neutral agents prefer to 

behave honestly beyond the set of honest societies without harm. Suppose that an 

arbitrary detail-free mechanism is solvable and that it induces neutral agents to behave 

honestly in a society that is not honest. Consider another society specified by swapping 

prosocial types with adversarial types. This society is not dishonest. However, owing to 
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the detail-freeness, neutral agents turn into liars in the mechanism. Thus, the range of 

societies in which neutral agents prefer to behave dishonestly is also expanded beyond 

the set of dishonest societies at the same time. 

Matsushima (2022a) considers the case in which each agent is either prosocial or 

neutral and shows a positive result in that the central planner can solve the information 

elicitation problem from the strategic perspective if NCKS holds. Theorem 1 and 

Corollary 1 generalize this result by considering adversarial agents in addition to 

prosocial agents and neutral agents. 

In the presence of adversarial types, we need a different mechanism design from that 

of Matsushima (2022a). In Matsushima (2022a), owing to the non-existence of 

adversarial types, it suffices for the central planner to ask an agent for a single answer. 

However, to eliminate the strategic impacts of adversarial agents on neutral agents’ 

epistemological consideration, we introduce a new mechanism design method according 

to which the central planner asks the same questions to each agent repeatedly and adopts 

the final answers as their true intention. By mounting a nested structure of the quadratic 

scoring rule and its variants, this method can gradually eliminate the influence of 

adversarial agents and induce neutral agents to reveal the truth after multiple 

announcements. 

The mechanism design in this study is similar to that in Matsushima (2022b) in that 

it incorporates multiple announcements and a nested structure; however, the two are 

fundamentally different. Matsushima (2022b) generalizes the complete information 

studied by Matsushima (2022a) to asymmetric information. Unlike complete information, 

no one else knows the same thing, which dissuades each agent from being honest on the 

first attempt. By inducing agents to speak frequently through the nested structure of the 

quadratic scoring rule and its variant, the central planner succeeds in gradually expanding 

the number of selfish types that have an incentive to be honest, which solves the 

implementation problem of social choice functions. 

 

5. Conclusion 

 

In this study, we investigate a simple form of information elicitation problem from 

socioeconomic and strategic perspectives. We demonstrate equivalence between these 
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perspectives by showing that the central planner can uniquely elicit the correct 

information in a detail-free mechanism if and only if a society is honest; that is, the 

majority of agents can acquire the prosocial behavioral mode after iterative social 

interaction with conformity. We permit adversarial agents to exist in social networks, 

which makes the solution to the problem theoretically essential. We then demonstrate a 

new mechanism design method for solving this problem. 

We simplified the problem to make it easier to understand the logical essence of this 

study. However, careful consideration is necessary to determine the extent to which the 

conclusions can be generalized. For example, three or more-agent partnerships, three or 

more possible states, and asymmetric information on the state can be considered. 

Moreover, a general implementation problem of social choice functions instead of the 

specific information elicitation problem can be investigated, by removing the assumption 

that each agent is indifferent to how the central planner uses the collected information. 

Although not analyzed explicitly, we hope that we can extend the consequences of this 

study to these cases without substantial difficulty. In fact, Matsushima (2022a, 2022b) 

considers the case in which each agent is either neutral or honest but not adversarial, and 

provides positive results for the general implementation of social choice functions. The 

solution to the information elicitation problem is crucial in solving all implementation 

problems. 

Matsushima (2022a) considers weakly honest agents to weigh honesty against self-

interest. Considering weakly adversarial agents similarly, a new argument must be created 

in future research. Adversarial agents are more likely to behave honestly when they are 

surrounded by a large number of (innate or acquired) prosocial agents. We should also 

consider the possibility that a type includes information about the differences in how 

social influences are received from and given to others. 

Another future research direction would be to clarify the social impacts of individual 

agents and the social planner’s activities on shaping the social network. This research 

agenda is related to the literature on network formation (Bala and Goyal, 2000) and social 

mobility (Chetty et al., 2022a, 2022b). Example 3 shows that a slight change in an 

adversarial agent’s ties in a social network has a significant impact on well-being and 

performance. It would be interesting to investigate what kinds of social impacts arise in 

terms of forming social practices, social norms, and social common capital as well as 
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promoting human capital and economic success. The above-mentioned future research 

themes demonstrate the limitations of this study and require the formation of a more 

careful model in which the central planner is more aware of the details of the specification 

of a society. 
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